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ABSTRACT

The use of machine learning algorithms for predictive modeling is a growing area of study in the
fields of ecology and hydrology. However, these methods have not been fully utilized to
investigate process-based ecohydrologic model output. The purpose of this Capstone Project is to
develop a framework that models, summarizes, and visualizes important variable relationships
within data produced by the Regional Hydro-Ecologic Simulation System (RHESSys)—an
ecohydrologic model designed by the Tague Team Lab at Bren. One of two machine learning
techniques, random forest and gradient boosting, is used to rank variables by their importance in
predicting a chosen response variable—this offers users a better understanding of where to focus
their research. The primary deliverables of this project include a reproducible workflow with
extensive documentation on necessary data preparation and machine learning concepts—as well
as an interactive application to view workflow results and explore relationships within data.
Using these tools, researchers can more efficiently analyze, explore, and identify important
variable relationships in RHESSys datasets.



EXECUTIVE SUMMARY

Ecohydrologic models are core tools when investigating how climate can influence water,
carbon, and energy cycles in natural and urbanizing landscapes. The Regional Hydro-Ecologic
Simulation System (RHESSys) is a GIS-based ecohydrologic model that assesses nutrient and
water cycling at varying spatial and temporal scales. RHESSys and other similar models are
becoming increasingly sophisticated due to advances in software engineering, increased data
availability, and a growing body of knowledge within the field of ecohydrology. As a result of
this increased complexity, interpreting the large volume of data they output is a key challenge for
both scientists and the public. Machine learning algorithms have the capability of quantifying
patterns in data that are not revealed by traditional statistical analysis, and have been successfully
implemented in ecology (Thessen 2016). A 2021 study conducted by Burke et al. demonstrated
the viability of using random forests to analyze RHESSys output. Despite this, there remains
limited guidance on employing machine learning methods in ecohydrology, requiring
collaboration between computer scientists and earth scientists (Guswa et al. 2020). As a result,
the vast majority of studies using RHESSys output to analyze watershed processes are only
assessed using statistical summaries and time-series data visualizations.

This project provides a reproducible workflow that applies machine learning techniques to
RHESSys output in order to reveal important variable relationships—it is intended to expedite
data exploration and guide further analysis . This will help the RHESSys model become more
accessible to researchers, which can lead to more robust data for watersheds globally. In
addition, detailed documentation can help bridge the gap between scientific research and
machine learning by providing a means by which salient effects can be efficiently extracted from
complex model output, which would otherwise be uninterpretable for anyone without a high
level of domain expertise. Tague & Frew (2021) have also identified a need for better
visualization of hydrologic model output, which the Capstone Team has addressed through the
creation of an interactive web application. This supports the broader goals of spurring
involvement in local natural resource protection and creating a deeper connection between
society and the natural systems that we depend on.



PROBLEM STATEMENT

Climate change presents a significant challenge to forest ecosystems around the world.
Understanding the relative impacts of climate change on ecohydrologic variables is vital for
management and conservation practices moving forward. RHESSys, a process-based
ecohydrologic model capable of simulating water and nutrient cycling at varying spatial and
temporal scales, is a powerful tool for researchers to predict these impacts (Tague and Band
2004). Recent RHESSys applications include investigating fuel treatment effects on forest health
and fire vulnerability (Burke et al. 2021), the effects of timing of precipitation and snowmelt
recharge on streamflow, and more (Tague and Peng 2013). However, extracting meaningful
patterns from the large volume of highly dimensional output is challenging and stands as a
barrier to accessing the model’s full potential. For example, RHESSys output may consist of
categorical variables such as climate scenario, drought condition, topography, basin, or stratum,
as well as dozens of ecohydrologic variables such as leaf area index, net primary productivity,
and root zone soil storage—resulting in a single dataset that can include daily observations of
these variables spanning decades. Machine learning techniques can help researchers make sense
of such data by quickly identifying important variables and interactions to expedite the data
exploration process. There is a need for easily reproducible methods for applying machine
learning to RHESSys output, as no such framework currently exists. For this Capstone Project,
the team has developed a series of reproducible workflows that apply machine learning
techniques to identify trends and patterns in RHESSys output data, as well as a Shiny application
for interactive visualization of results.

OBJECTIVES
The overall success of the Capstone Project is measured through the following objectives.

1. Create reproducible workflows to help new users apply machine learning techniques to
extract meaningful ecohydrological relationships from RHESSys output data.

2. Test the workflow implementation for RHESSys output data from the Sagehen Creek
watershed.

3. Construct an interactive web application that decision-makers and the public can use to
visualize and communicate relationships between climate change and watershed health
derived from model output.



SUMMARY OF SOLUTION DESIGN

Approach and Methods

The Capstone Project utilizes RHESSys simulation output for the Sagehen Creek Experimental
Forest. This site is on the Eastern slope of the Northern Sierra Nevada and encompasses varying
elevation and climate. This initial case study is supplied as guidance for researchers to apply this
workflow to their own research projects on other RHESSys watersheds.

The Capstone Team used the Sagehen Creek data to incrementally test and develop the
workflow. This process began by developing a means of identifying the relative importance of
variables in predicting a response variable (NPP). The team selected a random forest model,
using Burke et al. 2021 as proof-of-concept for applications in ecohydrology. Subsequent
additions to the project included an additional workflow using gradient boosting to provide a
comparison to random forest, as well as applying each workflow to additional RHESSys output
variables. Further, the Sagehen Creek case study dataset had many derived variables that were
incorporated into the analysis, such as uncertainty and climate scenarios, that are not directly
output from the RHESSys model. Therefore, both random forest and gradient boosting
workflows were duplicated and restructured in order to be more easily applied to standard
RHESSys output files.

A data preparation workflow was created in order to streamline RHESSys users’ data wrangling
process prior to applying machine learning algorithms to the data. This workflow includes
temporal aggregation, conversion of factor variables, creation of derived variables, and some unit
conversion for ease of interpretation. Additionally, it creates a naming convention for a specific
response variable in order to simplify the programmatic execution of several functions in
subsequent workflows as well as the visualization app.

In order to assess variable importance, the first workflow uses Brieman’s random forest
technique—a machine learning method that builds an ensemble of decision trees (Brieman
2001). Each tree in the forest is grown using a bootstrapped dataset by sampling the original
dataset with replacement. At each node, a number (chosen by the user) of explanatory variables
are randomly chosen and assessed for their ability to explain the data via a decrease in sum of
squared errors of the response variable. The algorithm iterates through this growing process and
constructs a number of trees defined by the user—500 for the purposes of this project. Model
evaluation is performed intrinsically as a part of the algorithm framework using out-of-bag
samples. Random forests are able to make predictions and assess variable importance with a high
degree of accuracy in numerous applications including ecological analysis (Cutler et al. 2007;
Prasad et al. 2006).



Random forest variable importance can be measured with different methods, such as impurity
and permutation variable importance. For this project, the team will focus on permutation
importance, which involves shuffling or permuting a random predictor variable with each tree in
a random forest to see the difference in prediction accuracy. Variables that have a larger
difference on response prediction accuracy once permuted are considered more important. One
limitation of permutation importance is that correlated variables create bias in results and
erroneously lower variable importance (Strobl et al. 2008).

In order to resolve this limitation, the most highly correlated variables that affect importance and
are removed prior to building the random forests. This is accomplished using variance inflation
factors (VIF) and Pearson correlation thresholds. By default, variable preference order is created
using importance from a preliminary random forest—however, users can manually enter
preferred variable order. A high VIF value indicates that a variable is more significantly
explained by all other predictor variables. A high magnitude Pearson correlation coefficient
indicates that two variables are possibly measuring the same phenomenon through different
mechanisms. The workflow uses default values of 5 for VIF and 0.75 for Pearson correlation,
which can be altered by the user. This section will include a visual report of which features were
selected and removed along with their associated correlation, VIF, and preliminary importance
values.

In addition to random forest, the Capstone Team developed a gradient boosting workflow to
provide another comparable method of gleaning variable importance. Similar to random forest,
gradient boosting is a decision tree based method, however, gradient boosting uses a boosted
ensemble technique in which models are iteratively trained to improve upon inaccuracies in
previous models (Friedman 2002). Gradient boosting often outperforms random forest in terms
of predictive capability, but the training process is more demanding in terms of time and
computational resources; likewise, hyperparameter tuning is more complex and less
approachable from the standpoint of a researcher broadly unfamiliar with machine learning
(Freeman et al. 2016)—thus the Capstone Team decided to incorporate both methods. The
gradient boosting workflow largely follows a similar trajectory as the random forest workflow,
with the additional need to one-hot encode categorical variables.

Model accuracy (including inter-model performance) was evaluated to confirm the validity of
both machine learning techniques, and the workflows were further applied to a new set of
RHESSys output, which differed in exact variables, size, and use case, in order to evaluate the
functionality of the workflow from an ecohydrology researcher’s perspective. Improvements
were made at various points in the workflows based on user feedback, including the separation of
data preprocessing into a separate file, fully separating the random forest and gradient boosting
workflows, and various modifications to the several functions the team developed to streamline
the user interface with the workflows. Upon completion of this iterative evaluation process



(including user testing as outlined in the Testing section below), all machine learning workflows
that the team developed were formalized and documented in order to serve as a framework for
evaluating RHESSys output for future research. Using a combination of RMarkdown documents,
R scripts, and accompanying material within the RHESSys GitHub wiki, the completed work is
available through both GitHub and hydroshare.org to facilitate replication for new users and
datasets.

Additionally, a Shiny interactive application was created for visualization of insights gained from
machine learning processes. The basic properties of the Shiny app are interactive plots and tables
that allow the user to select parameters such as climate scenario, topographic position, or
response variable using sliders and drop-down menus. The resulting visualizations detail relevant
findings related to the workflow, such as tables with rank order of predictor variable importance
and plots with basic relationships between variables. These interactive visualizations are
designed to give the user a more hands-on way to explore the relationships revealed by the
variable importance derived from the machine learning models. This functionality is provided
with the hope that users are much more comfortable creating and interacting with standard
graphical representations of variable relationships; in this way, the Shiny app will provide a
bridge between the somewhat esoteric world of machine learning and the tangible applications of
the user’s own research goals.

Software and Tools

This project has extensively used open source software and tools to analyze RHESSys output.
The R language and RStudio open source environment were used to access, explore, interpret,
and model RHESSys output. The renv package was used to ensure a consistent R environment in
order to minimize potential errors caused by compatibility issues caused by package updates.
The majority of R packages, functions, and related open source resources used for the machine
learning component of this project were retrieved from CRAN.org. The exceptions include the
ggbiplot package, which allows for plotting principal component analysis, and RHESSysIOinR.
This package was specifically developed by RHESSys developers for running RHESSys and
processing model output in an R environment, and can be accessed at
https://github.com/RHESSys/RHESSysIOinR. Version control, timeline management,

reproducibility, and public access for all stages of this project are available through GitHub at
https://github.com/RHESSysMI/RHESSysOutputExplorer.

PRODUCTS AND DELIVERABLES

There are three primary deliverables for this project:
1. Documented workflows to determine variable importance from RHESSys output,
adaptable to any researcher’s dataset.
2. Fully tested workflow implementation for RHESSys output data from Sagehen Creek.


https://github.com/RHESSys/RHESSysIOinR
https://github.com/RHESSysML/RHESSysOutputExplorer

3. Shiny application for data exploration and interactive visualization of workflow findings.

Both the documented workflows and the Shiny application are stored and accessible via GitHub,
in addition to supplemental materials and explanatory documentation.

SUMMARY OF TESTING
Functionality Testing

Reports and visualizations are implemented at numerous stages of the process to serve as sanity
checks against silent failures. Additionally, exceptions are included within the code that ensure
user inputs are in the correct class, numeric range, or category list. These exceptions have been
tested using the monkey testing approach, where various random inputs were input in an attempt
to break the code.

Specific to the machine learning algorithms, different key parameter choices and resulting output
are displayed in an effort to identify any potential silent failures or model biases as well as
compare performance between models, though this may require substantial attention to detail or
occasional “sanity checks” on behalf of the user. Ideally, RHESSys users, most of whom possess
domain expertise in ecology and hydrology, will be able to visually identify inconsistencies.

User Interaction Testing

As reproducibility and re-usability by RHESSys users is an important objective of the project,
user testing has been leveraged to identify and correct potential mistakes or areas of confusion.

The Tague Team Lab Manager, Janet Choate, was instrumental in providing feedback in the user
testing process to ensure an easy to follow workflow, thorough documentation, and reproducible
code. Janet is responsible for training and assisting new RHESSys users and delivered critical
insight into typical user knowledge, familiarity with R and machine learning, and workflow
usability. During the group’s user testing meetings, certain pain points were identified and
corrected in the final product. Data preparation, which encompasses all steps between creating
RHESSys model output and running the machine learning workflow, was identified as the major
hurdle. This resulted in this step being separated from the main workflow and receiving
significant additional documentation and explanation. Additionally, locally created functions
were moved to separate R scripts in order to condense the workflow.

Subsequently, the Capstone Team also requested user experience feedback from members of the
Tague Team Lab, Louis Graup and Rachel Torres. These users were instrumental in providing
feedback on the logical processes and statistical methods used in the workflow. During this stage



of user testing, it was acknowledged that certain statistical terms, such as out-of-bag sampling
and split-improvement measures, needed further explanation. The workflow was updated to
include reference papers on all relevant topics.

Shiny App Testing

The Shiny application deliverable required separate testing protocols from the machine learning
and data visualization components of this Capstone Project. A monkey testing approach was
used to ensure that no standard user input can break the application. This includes using reactive
“observe” expressions that update user inputs based on other selections. Next, user testing was
leveraged to improve the user experience and test usability by non-expert users. Dr. Tague
assisted with ideas for exploratory visualizations, such as scatter plots showing the relationship
between an independent and dependent variable, faceted by a third variable. Additionally, Rachel
Torres provided feedback on the process of manipulating the application to work with a
completely new dataset. This resulted in the Capstone Team creating two versions of the
application, which will be discussed further in the “User Documentation” section below.
Examples of changes to the Shiny app that came out of this user testing process include revisions
to the introduction page and the addition of a metadata tab.

USER DOCUMENTATION

The purpose of this user documentation is to ensure a successful transition of this project from
the Capstone Team to the Client - Dr. Naomi Tague and the Tague Team Lab. This has included
transferring ownership of the GitHub repository and associated code, thorough explanation of the
reasoning behind key decisions, and how to properly use and maintain the necessary tools.

How to access repository (GitHub ownership)

The Capstone Team’s code and documentation is version controlled and saved on GitHub at the
following organizational link - https://github.com/RHESSysML. The client and faculty advisor,
Dr. Naomi Tague, has been given ownership of this organization to allow for the easy transition
and integration of the Capstone Project into the Tague Team Lab’s existing repositories.

The repository within the RHESSysML GitHub organization that contains the Capstone Team’s
work is titled RHESSysOutputExplorer. There are several folders and files within the
repository, which are outlined below.


https://github.com/RHESSysML

Repository structure

R/ - contains R functions used in the workflow and shiny application
data/ - contains all data used in the workflow, including the existing workflow
implementations.
o 1input/ - contains original RHESSys output dataset and data files resulting from
the data preparation notebooks.
output/ - contains data files with model output from workflow notebooks.
supporting_docs_data/ - contains data files used in the supporting docs
found in notebooks/supporting_docs.

e notebook_templates/ - contains template workflow notebooks for use with new
datasets.

e notebooks/ - contains completed notebooks used for the Team’s workflow
implementations.

o supporting docs/ - contains notebooks supporting choices made in the
workflow.

e docs/ - folder to save RandomForestExplainer HTML output, if specified. Only
applicable to the workflow using random forest.

e shiny_sagehen/ - contains files and subdirectories associated with the Shiny
interactive visualization application. This is the application for the sagehen creek dataset
and other similar datasets (similar columns).

e shiny chap/ - contains files and subdirectories associated with the shiny_chap
interactive visualization application. This is the application that is run with more general
datasets.

e renv/ - contains files and subdirectories created by the renv package (more
information in part II of the section below)

How to use workflow

1. Cloning the repository
The workflow is intended to be used by forking and cloning the entire repository, then opening
as an R Project in RStudio. Notebooks will not run outside of the project in their current state
due to relative file paths and sourced functions.

2. Using renv to limit compatibility issues
The renv package was used to capture the environment in which the workflow was created—i.e.

the RStudio version, packages, and package versions that were used to build it. As described in
the workflow, users can install all necessary packages of the appropriate versions simply by



running renv: :restore( ), which the user will likely be prompted to do when the project is
opened in RStudio. The resulting changes to package versions only occur within the project, and
will not impact global package versions. The function only needs to be called once—the
appropriate package versions should persist after the project is closed and reopened.

If it becomes necessary to update any aspects of the saved environment: install the necessary
updates within the project and then call renv: : snapshot () to create a new instance of the
saved environment that contains those updates.

3. Data preparation

RHESSys output first needs to be prepared in a certain way. Users should start the workflow by
using the data_preparation_template.Rmd. In this stage, variables are converted to their
proper data type, the response variable is designated, and daily values of numeric variables are
aggregated. It will require the user to actively choose the response variable and which variables
should be converted to factors—places where user input is required are clearly denoted with
commented text. The dataframes created are saved into a prepared_data.RData file which is
next loaded into the variable importance_template.Rmd.

4. Variable importance

Once the data are prepared and saved as prepared_data.RData, users should work through
either the rf_variable_importance_template.Rmd or
gb_variable_importance_template.Rmd, depending on which machine learning
technique the user wants to use. Most of this process is fully automated, however, there are three
important steps that require user attention—

e Summarize data: users should gut check the summary statistics from the prepared
dataset to help ensure nothing unexpected happened in the data preparation process.

e Multicollinearity removal: users have the option to set a variable preference order
manually in the multicollinearity removal step. By default, a preference order is set based
on a preliminary assessment of variable importance—if users have specific variables they
would like to be included in the model they can assign them to a preference order object
manually.

e Model evaluation: model efficacy is assessed using a pseudo R* metric and is presented
in the workflow as “percent variance explained.” It is at the user’s discretion to decide
whether the model in their specific case is successful enough to deem the variable
importance results useful. For reference, the Team’s worked examples yielded models
with roughly 90% variance explained.



5. Shiny application

The R Shiny application can be launched by opening any of the server.R, global.R, or ui.R files
in the shiny application’s directory and clicking “Run App” within R Studio. Additionally, the
app can be run in a chunk at the bottom of the variable importance workflow. This will launch
the application in a local browser window.

There are currently two shiny application versions in the repository that are designed around two
workflow implementations. The first, which can be viewed in the shiny sagehen folder, can
be referenced to create an application to compare two scenarios. The second, shiny chap, can
be referenced to create an application that analyzes a single RHESSys simulation. It is important
to note that the application relies on object names derived from the previous data preparation and
variable importance steps—differences in specific datasets may require tweaking of the
underlying code. For example, splitting the dataset for more than two scenarios.

In order for the R Shiny application to display the “Metadata” tab, it sources a file called
metadata.RDS. This file is created in a file called metadata.Rmd, which is found in the
respective shiny application folder. Currently, this file generates a metadata table for the Sagehen
Creek dataset in both workflow implementations. Two functions are provided that allow the user
to add or remove variables from the table. The table provides each variable's name as displayed
in the data, full name, units, and a description. The file then exports the table as a . RDS file to be
used in the Shiny app. This can be used as a template to include metadata for future applications.

Explanation of workflow implementation - Sagehen Creek

A full workflow example is supplied for RHESSys model output from the Sagehen Creek
Experimental Watershed in the Sierra Nevada, CA. The associated files for steps 3-5 listed above
are found within the repository at the following directories:
e (Data preparation): notebooks/data_preparation_sagehen.Rmd
e (Variable importance):
o notebooks/rf_variable_ importance_sagehen.Rmd; or
o notebooks/gb_variable_importance_sagehen.Rmd
e (Shiny application): shiny_sagehen/

The data set incorporates unique variables for model parameter uncertainty (scen) and
topographic variability under two separate climate warming scenarios (c1im): (1) Historic
temperature levels, and (2) Two degrees Celsius warming. This was accomplished by running
multiple RHESSys simulations and binding the results into a single dataset, with unique
combinations of c1im and scen representing the simulations.



The Capstone Team chose to separate the Sagehen Creek case study data by these climate
scenarios. Specifically, the team split the dataset into two separate dataframes, one for each
climate scenario. This allows for analysis on the impact of climate on variable importance by
calculating different importance ranks for each climate scenario, and comparing how each
variable gains or loses importance in a warming climate.

The Capstone Team chose to incorporate this split to demonstrate interesting observations that
can be made with unique data preparation steps. This example can be applied to datasets that
contain a factor variable with two scenarios that the user would like to compare. This framework
is not directly extensible for research projects that involve splitting the dataset into more than
two scenarios.

The code for the Sagehen Creek workflow implementation is written with net primary
productivity (NPP) as the response variable of interest. This means that the output of the example
will offer an answer to the question: what are the most important ecohydrologic factors that
affect NPP in an ecosystem like Sagehen Creek, and how might relative importance change in a
warming climate?

Explanation of workflow implementation - Chap

Through user testing described above, the Capstone Team identified that many RHESSys users
will run the workflow without splitting their dataset. In this case, all potential factor variables,
such as “clim”, may be incorporated into a single model.

A second full workflow example is supplied for RHESSys model output for a chaparral
ecosystem. This dataset entails RHESSys output at the Basin Daily Output level. The dataset was
provided to the Capstone Team by Janet Choate. The associated files for steps 3-5 listed above
are found within the repository at the following directories:
e (Data preparation): notebooks/data_preparation_chap.Rmd
e (Variable importance):
o notebooks/rf variable importance_ chap.Rmd; or
o notebooks/gb_variable_importance_chap.Rmd
e (Shiny application): shiny chap/

The dataset consists of a single RHESSys simulation. For users with a single RHESSys dataset,
this implementation provides a concise framework to run the workflow.


https://github.com/RHESSys/RHESSys/wiki/RHESSys-output#basin-daily-output

Support for key decisions within workflow
1. Removing multicollinearity

For the purpose of assessing relative predictor variable importance using random forest,
multicollinear variables have biased importance (Strobl et al. 2008). Therefore, highly correlated
variables need to be handled prior to assessing variable importance.

2. Random forest vs. gradient boosting

The Capstone Team uses random forest as the primary method because it has been shown to be
an effective tool in assessing variable importance in numerous applications, including ecological
analysis (Cutler et al. 2007; Prasad et al. 2006). Additionally, random forest requires less
hyper-parameter tuning than other common techniques.

The Capstone Team chose gradient boosting as a good alternative machine learning technique
because it also uses a tree-based modeling approach. Gradient boosted models can often attain
greater predictive accuracy than random forests, albeit at the cost of a more nuanced tuning
process and a computationally intensive training process. The introduction to the gradient
boosting variable importance file provides further detail regarding the tradeoffs between random
forest and gradient boosting, and provides suggestions on why a user might choose to use one or
the other.

3. Decisions addressed in supporting documents

In an effort to keep the primary workflow concise while elucidating key decisions and
assumptions, the Capstone Team developed a series of supporting documents. These files can be
found in the notebooks/supporting _docs/ folder and are explained in detail below.

Data_preparation_categoricals.Rmd and rf_variable_importance_cats.Rmd
were created to demonstrate running the workflow on only a subset of the predictor variables.
Specifically, only non-numeric variables were modeled, which for the Sagehen Creek data
included stratumID, clim, and scen. It is important to note that there are other potential static
variables that may be of interest in this dataset. For instance, each stratumID has an associated
value for elevation, slope, and aspect. However, decision tree models such as random forest and
gradient boosting rely on variation in numeric variables to accurately predict a response. Since
NPP varies while these variables remain static, they have limited predictive power. These are
also confounding variables with stratumID.



Additionally, the rf_variable_importance_cats.Rmd file examines the difference between
using the randomForest implementation of categorical variables, which allows for directly
modeling these variables without transformation, by using one-hot encoding (OHE). OHE is a
common method used in machine learning techniques to transform categorical variables into a
numeric, machine readable format. This is required for gradient boosting as well as
implementations of random forest in other programming languages, such as Python. The
resulting variable importance and model fit comparisons indicate that there is not a significant
difference between the two methods. Since decision trees benefit from reduced dimensionality,
the primary workflow does not use one-hot encoding.

The, partial_vs_conditional_importance.Rmd tests the conditional permutation
importance (CPI) implementation for random forest models from the permimp package. This
method was developed by Strobl and Debeer (2020). CPI has been shown to mitigate some of the
bias incurred by highly collinear predictor variables when using partial permutation importance
(Strobl et al. 2008). The Strobl and Debeer paper also tested the impacts of numeric variables
with varying range and categorical variables with different numbers of groups, both of which are
common characteristics of RHESSys data. The test document did not reveal meaningful variable
importance results using CPI. Variable importance was concentrated on very few variables,
which does not inform exploratory data analysis as intended by the Capstone Project. In addition
to these results, the Capstone Team proceeded with partial permutation importance because it is a
more widely used method.

The principal_component_analysis.Rmd was used to explore using principal component
analysis as another exploratory data analysis tool to accompany the workflow. Ultimately, the
code and results from this file were incorporated into the “Principal Component Analysis” tab of
the shiny application.

The random_seed_comparison.Rmd was used to test the random forest workflow results
using numerous random seeds. Random forest models differ between programming language
implementations, seeds, etc. due to the underlying random number generation when performing
bootstrap sampling. The effect of this randomness is introduced for the preliminary importance
model used to determine preference order, during tuning of the mtry hyper-parameter, as well as
in the model used to generate variable importance. This file tested five versions of the final
models, only differing by seed. The results indicate that variable importance values are relatively
consistent for random seeds. However, in cases where two variables have nearly identical
importance values, it is possible that their relative rank will change.

The testing_vif_ functions.Rmd primarily tests the different methods for creating a
preference order for use in the remove_vif () function. The options are 1) using a preliminary
random forest model to determine preference order based on variable importance, 2) setting



preference order equal to NULL, which sets preference order based on VIF value, and 3)
determining a preference order manually. Additionally, these results were compared with those
from a different function, vif_remove(), which sequentially removes the highest VIF values
until all variables are within a specified threshold. The results are provided to assist with the
decision to choose a method of using VIF to remove highly collinear variables.

Limitations
1. Interpretation of variable importance

As discussed within the respective workflow notebooks, variable importance derived from
machine learning models has some interpretability limitations. “Importance” can be determined
in a variety of manners, all of which relate to determining which variables are most helpful in
improving a model’s predictive power.

In particular, permutation importance is linked to the error of the model. As described previously,
this metric measures the decrease in model performance when permuting a variable. For certain
particular research questions, other measures of performance may be more directly applicable.
An example would be testing the robustness of the random forest model’s output to an artificially
manipulated variable. In this case, it may be more relevant to measure importance as the percent
variance explained by that feature (Molnar, 2022).

Despite these limitations, permutation importance can be easily interpretable, provides an overall
insight into a dataset and model, and values are easily comparable. Additionally, permutation
importance accounts for variable interactions that are not accounted for by linear models. Other
importance metrics for random forest are available through the RandomForestExplainer package
that can be optionally used in the workflow.

2. “Black box”" of machine learning models

Understanding what’s happening “under the hood” in machine learning models can be difficult,
especially when compared to process-based models such as RHESSys. For users unfamiliar with
machine learning, some of the more specific fine-tuning processes within the workflow may be
daunting. Furthermore, a lack of immediate, straightforward interpretability of predictive models
may impact researcher’s trust in the results. The Shiny application was built to tie output from
the random forest and gradient boosting models to commonly used exploratory data analysis,
such as time series, distributions, and scatter plots, in an effort to reduce this information gap.



Future directions - within the workflow’s scope
1. Generalizing workflow and shiny application

Currently, there are differences between the two workflow implementation examples, as
explained above. This inflexibility means that users may have issues implementing the workflow
for different cases, such as comparing more than two scenarios. Additionally, certain areas of the
workflow expect consistent columns, such as wy or “water year”. Overall, the Capstone Team
expects a relatively easy transition of the variable importance files, while the shiny application
may be more difficult to manipulate.

One potential idea that may solve this is utilizing list objects with nested data frames. This would
allow the same action to be performed for each data frame, regardless of the number of
scenarios. For instance, the Sagehen Creek workflow implementation splits the data into two
scenarios using the dplyr: :filter() function. Instead the base: :split() function could
be used, which creates a list of dataframes based on a specified group. The model output from
the variable importance files would also need to be placed in list objects. This could potentially
make the shiny application more flexible to different use cases.

2. Temporal aggregation

One of the Capstone Team’s most difficult decisions was how to determine the best temporal
aggregation of daily RHESSys output data for use with the machine learning models. The team
chose to aggregate data by water year while also creating variables relevant to this time scale,
including peak annual snow water equivalent (SWE) and seasonal temperature. Future
researchers, who may want to analyze data at a different temporal aggregation, will have to
consider the statistical implications of this change throughout the workflow. Thus, there is an
opportunity to improve upon this workflow by providing more analysis and research into how to
best aggregate data for this purpose.

3. Other measures of variable importance

In this workflow, the Capstone Team relies on tree-based models for determining variable
importance. However, there are numerous other ways of assessing variable importance, such as
through the use of support vector machines or linear regression. While random forest models
have been thoroughly used for this purpose in many fields including ecology, another method of
determination may prove to be more useful for some specific research questions.



Future directions - outside of the workflow’s scope
1. Time-Series Analysis

The Capstone Team began exploring ways to incorporate time series analysis into the project’s
scope. However, this would serve a separate purpose from the Project’s main objective of
assessing variable importance. One such analysis that the Capstone Team began is identifying
memory effects using recurrent neural networks (RNN), specifically long short-term memory
(LSTM) architectures. For further reading, please see Kraft et al. 2019 and the
RHESSysOutputLSTM repository.

Data & metadata
1. Workflow Implementation Datasets

The Capstone Team formulated the primary workflow around RHESSys model output for the
Sagehen Creek Experimental Watershed in the Sierra Nevada, CA. The dataset incorporates
model parameter uncertainty, topographic spatial variability, and climate change effects.

The second workflow implementation is basin level daily output for a chaparral ecosystem
provided by the Tague Team Lab. For metadata or further information about the characteristics of
this dataset, please contact Janet Choate.

2. Uniqueness of Sagehen Creek Dataset

The Sagehen Creek dataset contains non-standard RHESSys output columns, including the
topo, clim, scen, and wy variables. The topo variable contains categories that represent
different topographic positions within a watershed. The c1im variable contains categories that
represent the climate scenario used in RHESSys simulations - either normal temperature or a
plus two degree celsius warming scenario. The scen variable contains categories that represent
different input parameter sets used in RHESSys simulations. The wy variable represents water
year and is derived from the day, month, and year columns.

Additionally, the Capstone Team investigated certain variables derived from standard RHESSys
output, such as peak_swe and swe_precip_ratio. Information on how these variables were
created can be found within the workflow. The remaining variables within the Sagehen Creek
dataset are standard RHESSys output data that can be expected from a simulation at stratum
daily output resolution.



ARCHIVE ACCESS
Sagehen Creek dataset specifications

Louis Graup of the Tague Team Lab generated the Sagehen dataset using RHESSys on January
10, 2022. The file is 220MB uncompressed and contains 1,183,380 daily observations among 30
variables in CSV format.

The dataset and accompanying metadata are currently accessible on Hydroshare:
https://www.hydroshare.org/resource/2a31bd57b7e74c758b7857679ffbb4cS/. The specific
RHESSys input parameters and preparatory code to prepare simulation output are available upon
request via the client.

Metadata

There is currently metadata on the dataset’s hydroshare.org page that includes a brief description
of the dataset, source information, study site information, and variable descriptions. Additionally,
the Capstone Team has included more detailed metadata for the Sagehen dataset in the Shiny
application.

Data sharing and access

Data from this project will be available online for others to use and access without any
significant limitations. Data can be accessed either through hydroshare.org or the GitHub
repository.

Data archiving and preservation

Raw data is preserved in CSV format on hydroshare.org, where it can be accessed along with
accompanying metadata. The code for the workflow and Shiny application is stored and
accessible via the RHESSysOutputExplorer GitHub repository at
https://github.com/RHESSysMIL/RHESSysOutputExplorer.



https://www.hydroshare.org/resource/2a31bd57b7e74c758b7857679ffbb4c5/
https://github.com/RHESSysML/RHESSysOutputExplorer
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