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Abstract  
The problem of climate change is inextricably linked to society’s increasing demand 
for energy. In the United States, almost 70 percent of all electricity is generated from 
greenhouse gas-emitting fossil fuels. Fortunately, renewable energy resources, such 
as solar and wind power, can help meet future electricity demand with negligible 
emissions.  However, widespread adoption of renewable energy solutions has been 
limited by intermittency and variability of solar and wind resources – for example, 
electrical generation can only occur when the wind blows or the sun shines. Energy 
storage addresses this limitation by allowing electricity to be stored for later use, 
when generation is unavailable. This practice, in turn, can reduce energy demand 
from the electrical grid and thereby offer economic benefits to electricity end users 
that possess renewable generation systems. Unfortunately, quantifying the economic 
benefits of energy storage technologies is difficult because of system complexities 
and limited information. To address this difficulty, this project created a 
comprehensive tool for evaluating the lifetime costs and benefits of energy storage 
coupled with renewable generation systems. This tool, RESET (Renewable Energy 
Storage Engagement Tool), calculates the maximum economic value of excess 
renewable generation by optimally sizing energy storage systems. RESET allows 
users to compare and evaluate the economic profitability of multiple energy storage 
technologies at their site. Los Angeles Harbor College (LAHC), which currently has 
2.1 megawatts of solar generation, was analyzed as a case study for the RESET tool. 
Based on LAHC’s solar generation, demand, and current electricity rates, RESET 
calculated that an investment in energy storage would not be recouped though future 
energy savings. Thus, at present, energy storage at LAHC is not financially profitable. 
Despite the result obtained for LAHC, our analysis illustrated the utility and 
feasibility of energy storage systems for end-users. Energy storage technologies can 
make clean, emission-free energy available at any hour and therefore should be 
considered in any efforts to increase the global penetration of renewable technologies.  
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Executive Summary 
Introduction 

The problem of climate change is inextricably linked to society’s increasing demand 
for energy. In the United States, almost 70 percent of all electricity is generated from 
greenhouse gas-emitting fossil fuels. Fortunately, renewable energy resources, such 
as solar and wind power, can help meet future electricity demand with negligible 
emissions. However, these resources suffer from limitations including intermittency 
and variability. Energy storage offers a potential solution to these limitations and may 
improve the economics of renewable generation systems.  
 
Energy storage involves the conversion of electrical energy into another form such as 
chemical, kinetic or potential energy. This energy can then be stored for a period of 
time and converted back to electrical energy, as the electricity is needed.  At present, 
due to a number of economic and technical issues, energy storage technologies are 
not widely employed. Despite its limited adoption, energy storage can provide a range 
of benefits. Storage can reduce the need for building power plants to meet peak 
demand, or enable end users with renewable generation to capture excess electricity 
and use it on site, negating the need to send it back to the grid.   
 
Unfortunately, quantifying the economic benefits of energy storage technologies is 
difficult because of system complexities and limited information. If there is excess 
electricity, the options for using that electricity is either to sell it to the grid or store it. 
Giving power back to the grid incurs no additional cost, but there will only be savings 
if the generator can be paid for that electricity. Energy storage may have potential 
savings of avoided electricity purchase or avoided cost of carbon emissions. 
However, there are capital, operations and maintenance, replacement, and insurance 
costs. The complexity here is the fact that that all of these potential costs and savings 
depend on a variety of factors, from the price of electricity to the type of storage 
device used and the actual size of the device. Our objective was to create a model that 
would determine optimal size, if any, of the energy storage system that maximizes 
benefits and minimizes costs. 

The Renewable Energy Storage Engagement Tool 

To address system and pricing complexities, this project created a comprehensive tool 
– the Renewable Energy Storage Engacement Tool (RESET) – for evaluating the 
lifetime costs and benefits of energy storage technologies coupled with renewable 
generation systems. First, a comprehensive literature review was conducted to 
determine the costs and characteristics of numerous energy storage technologies 
including various battery types, flywheels, compressed air, supercapacitors, pumped 
hydro, hydrogen fuel cells, and superconducting magnetic energy storage.   RESET 
maximizes the net present value of an energy storage investment by determining the 
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optimal capacity for fourteen different storage technologies. Further, RESET allows 
end-users of electricity to compare the economic profitability of the various energy 
storage technologies and run multiple scenarios with ease.  Key inputs to RESET 
include electricity demand and solar generation profiles, discount rate, electricity 
prices, and annual growth rates.   

Applying RESET - A Case Study at Los Angeles Harbor College 

With the creation of RESET complete, we wanted to demonstrate its functionality by 
applying it to a real world case study – Los Angeles Harbor College.  Harbor College 
is one of nine community colleges within the Los Angeles Community College 
District.  Harbor College currently has a 2.1-megawatt (MW) solar photovoltaic 
system, with plans for expansion to 2.8 MW. Harbor College has two problems. First, 
the campus lacks metering equipment to measure excess electricity generation and 
thus Harbor’s energy manager does not know if there is any excess electricity 
available to store. Second, since Harbor College’s solar generation capacity exceeds a 
1 MW threshold, Harbor College is not eligible to receive credits, through its utility, 
for energy sent back to the grid. Therefore, Harbor can either transfer excess 
electricity to the grid without compensation, or find a way to capture and use the 
electricity. Using RESET, we aimed to discover how Harbor College can maximize 
the economic value of its solar generation. Multiple scenarios were run to analyze the 
conditions under which energy storage would be a profitable investment.   
 
Our analysis revealed that energy storage is not economically profitable under any 
realistic conditions at this time.  However, through our scenario analysis, we found 
that an increase in solar generation or a decrease in demand – yielding more excess 
generation to store – would make energy storage more attractive.  

Conclusion 

RESET calculated that energy storage is not currently economically profitable for 
Harbor College. This is a reflection of the high and often prohibitive upfront capital 
costs of energy storage technologies.  Though in this example, storage was not 
profitable, the numerous benefits of energy storage should not be overlooked. These 
benefits include reduced electricity bills and the increased penetration of renewable 
energy. Moreover, determining the costs and potential savings is complicated due to 
complex billing rate structures, information gaps and the lack of easy-to-use decision 
tools. Although, energy storage is at present not cost-effective in many applications, 
energy storage addresses many of the limitations currently preventing the penetration 
of renewable energy technologies.  Thus, any path towards a clean energy future 
should consider energy storage. It is our hope that the RESET tool will allow all users 
to better understand the benefits of energy storage and aid in the path towards a clean 
energy future. 
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Structure of the Report 
Part I of this report contains background information on the benefits and barriers to 
renewable energy and energy storage technologies, as well as explaining the objective 
and significance of our project. An extensive literature review on storage technologies 
and existing analytical tools is also presented. Lastly, the development of our portable 
modeling tool, RESET, is described in detail. 

Part II of this report presents our project case study, the Los Angeles Harbor College 
(LAHC), and demonstrates how RESET can be employed to address a real-life 
problem. Our methods and scenario analysis results for LAHC are discussed in detail, 
including data limitations. 

Part III of this report is a discussion of conclusions drawn from both Parts I & II. 
Specific recommendations for LAHC are provided, in addition to general 
recommendations for further research.     
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PART I: EVALUATING ENERGY STORAGE 
TECHNOLOGIES 
1 Introduction 
Fossil fuels have been a fundamental building block to industrialization and have 
become the dominant source of energy in both the United States and the world (IEA, 
2012). However, in the last few decades, the drawbacks of fossil fuel dependency 
have become increasingly prominent. These drawbacks – global climate change, 
unequal resource accessibility, energy security, and price volatility – have caused 
societies to explore alternative sources of energy.  

1.1 Renewable Energy 
An attractive solution to the problem of fossil fuel dependency is harnessing the 
earth’s renewable energy sources and turning them into usable electricity. Renewable 
energy technologies including: solar photovoltaics (solar PV), wind, solar thermal, 
geothermal, small-hydro, biogas, wave and tidal technologies, offer inexhaustible 
energy sources with negligible greenhouse gas (GHG) emissions that enhance energy 
security and fuel diversity.  

Currently, renewable energy makes up less than ten percent of total U.S. energy 
consumption. Between 2000 and 2009, renewable energy sources (including 
hydropower) has increased from 5.3% to 8.2% of total domestic energy consumption 
(Gelman, 2010). Wind and solar PV are the fastest growing renewable energy sectors. 
In 2009, solar PV installations grew by 52% and wind energy installations increased 
by 39% from 2008 (Gelman, 2010).  

As of December 2009, the U.S. had a cumulative installed wind generating capacity 
of 35.2 gigawatts (GW), up from only 2.5 GW in 2000 (NREL, 2010b). While wind 
capacity has grown tremendously over the last decade, wind power still only accounts 
for about 2% of our nation’s electricity (NREL, 2010b; Gelman, 2010). U.S. Solar PV 
capacity as of 2009 was approximately 1.7 GW and accounted for only 0.1% of U.S. 
net electricity generation (Gelman, 2010). California PV installations accounted for 
about 46% of the U.S. market, with cumulative installations of 768 megawatts (MW) 
in 2009 (Gelman, 2010). 

Various policy decisions and market mechanisms have spurred the recent growth in 
renewable energy production. Thirteen billion dollars in tax credits and $6 billion in 
federal grants from the American Recovery and Reinvestment Act of 2009 drove a 
14.4% increase in renewable capacity between 2009 and 2010 (British Petroleum, 
2011).  Aggressive state renewable portfolio standards such as California’s 33% 
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renewable generation requirement have also helped to stimulate renewable energy 
production in over thirty states. 

Despite favorable regulatory policies and the numerous environmental and energy 
security benefits of renewable energy, penetration of renewables remains hampered 
by the inherent limitations of the resources.  The most fundamental limitation is that 
solar and wind energy resources are intermittent – generation can only occur when 
the sun is shining or when the wind is blowing (Ibrahim, 2008).  Further, the timing 
of renewable energy production does not always align with the timing of consumer 
demand for energy. Insufficient renewable generation during times of peak demand 
necessitates generation from easily dispatched sources of energy, such as GHG-
emitting natural gas fired plants.  Conversely, renewable generation during non-peak 
demand hours may be wasted or curtailed – causing an economic loss to the producer. 
Further limitations of solar PV and wind include issues of power quality and 
difficulties with forecasting generation.   

Energy storage technologies offer solutions to many of the aforementioned 
limitations.  

1.2 Energy Storage 
Energy storage involves the conversion of electrical energy into another form such as 
chemical, kinetic or potential energy. This energy can then be stored for a period of 
time and converted back to electrical energy, as the electricity is needed.  At present, 
due to a number of economic and technical issues, energy storage technologies are 
not widely employed. In 2007, worldwide energy storage capacity was just ninety 
GW, representing only 2.6% of the world wide electrical production capacity of 3,400 
GW (Ibrahim, 2008). 

Benefits of Energy Storage 

Despite its limited adoption, energy storage can provide a range of benefits. 
Currently, electricity distribution systems are operated for one-way transmission from 
power plants to consumers with no storage. This existing distribution system requires 
that electricity must be supplied (i.e. generated) as it is demanded. However, demand 
fluctuates rapidly over a day – thus, matching generation with demand becomes a 
complex problem. Grid operators must constantly balance electricity flow while 
ensuring adequate power quality and avoiding grid congestion (see Figure 1.1). 
During peaks in demand, rapidly dispatchable power generation must come online. 
These “peaker” plants typically burn fossil fuels such as natural gas. Used in both 
grid-scale and end-use applications, energy storage technologies can reduce the need 
for peaker plants and avoid the associated emissions.  Energy storage helps decouple 
electrical supply from demand, allowing system planners to meet average demand 
rather than peak demand.  
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Figure 1.1 - Challenges of electricity systems and benefits of energy storage. Source: Chen et al. 2008.  

Research indicates that energy storage has the potential to save millions in dollars in 
energy costs and provide millions of dollars in non-market benefits. For example, the 
CEC and DOE estimate that time-of-use energy management can provide over $4 
billion in benefits over ten years (Eckroad, 2002). The following is a description of 
several of the potential benefits of energy storage:  

Matching supply and demand 

Electricity demand varies throughout the day and seasonally. When there is high 
demand, most conventional power plants are not able to rapidly increase output to 
accommodate peaks in demand. Maintaining or constructing new power plants purely 
for the purpose of meeting peak demand is costly. When demand is low, energy often 
must be diverted or dumped to avoid overloading the grid. Energy storage can help 
meet peak demand needs and provide a reservoir for dumping excess energy when 
demand is low. 

Providing back-up power to prevent outages 

Electricity outages have been estimated to cost the U.S. approximately $79 billion 
annually, and two-thirds of those costs were from outages lasting less than five 
minutes (LaCommare & Eto, 2004). Energy storage devices can provide short-term 
solutions for power outages to minimize the costly impact of outages. 

Peak Shaving/Load-shifting 

In peak shaving or load-shifting applications, energy can be stored during low 
demand periods and then used during peak demand. This helps avoid the costs to end-
users of purchasing electricity during peak demand when it is most expensive. Energy 
storage offers the most financial savings in the case when peak demand is 
substantially higher than the average load (EPRI-DOE, 2003). Economic benefits can 
also be realized for energy consumers by reducing peak demand charges as peak 

and then be used to cover periods when the load is greater
than the generation.

2.2. Application

The traditional electricity value chain has been consid-
ered to consist of five links: fuel/energy source, generation,
transmission, distribution and customer-side energy service
as shown in Fig. 2. By supplying power when and where
needed, EES is on the brink of becoming the ‘‘sixth link”
by integrating the existing segments and creating a more
responsive market [14]. Stored energy integration into the
generation-grid system is illustrated in Fig. 3 [13]. It can
be seen that potential applications of EES are numerous
and various and could cover the full spectrum ranging from
larger scale, generation and transmission-related systems,
to those primarily related to the distribution network and
even ‘beyond the meter’, into the customer/end-user site
[2]. Some important applications have been summarised
in Refs. [2–4,7,13,14,58–61]:

(1) Generation: (i) Commodity storage: Storing bulk
energy generated at night for use during peak
demand periods during the day allows for arbitraging
the production price of the two periods and a more
uniform load factor for the generation, transmission,
and distribution systems. (ii) Contingency service:
Contingency reserve refers to the power capacity
capable of providing power to serve customer
demand should a power facility fall off-line. Spinning
reserves are ready instantaneously, with non-spinning
and long-term reserves ready in 10 min or longer. (iii)
Area control: This is to prevent unplanned transfer of
power between one utility and another. (iv) Fre-
quency regulation: This would enable maintaining a
state of frequency equilibrium during regular and
irregular grid conditions. Large and rapid changes
in the electrical load of a system can damage the gen-
erator and customers’ electrical equipment. (v) Black-
Start: This refers to units with a capability to start-up

on their own in order to energise the transmission sys-
tem and to assist other facilities to start-up and syn-
chronise to the grid.

(2) Transmission and distribution: (i) System stability:
The ability to maintain all system components on a
transmission line in synchronous operation with each
other to prevent collapse of a system. (ii) Voltage reg-
ulation: Stable voltage between each end of all power
lines can be maintained through voltage regulation.
(iii) Asset deferral: This refers to deferring of the need
for additional transmission facilities by supplement-
ing the existing transmission facilities to save capital
that otherwise goes underutilised for years.

(3) Energy service: (i) Energy Management allows cus-
tomers to peak shave by shifting energy demand from
one time of the day to another thus reducing their
time-of-use (demand) charges. (ii) Power quality pro-
vides electrical service to customers without any sec-
ondary oscillations or disruptions to the electricity
‘‘waveform” such as swells/sags, spikes, or harmon-
ics. (iii) Power Reliability provides bridging power
(UPS) for consumers to ‘ride-through’ a power dis-
ruption. Coupled with energy management storage,
this allows remote power operation.

(4) Renewable energy: Future development of renewable
energy technologies will drive the cost down. This has
already been evidenced in wind and photovoltaic
power generation. Nonetheless, the widespread
deployment of solar, wind and wave power in the
future will face the fundamental difficulty of intermit-
tent supplies, which requires demand flexibility,
backup power sources, and enough electricity storage
for hours to days and perhaps a week. Applications
of energy storage to enhance wind generation are
reported in Ref. [59], where single-function applica-
tions were identified as (i) Transmission curtailment:
mitigation of power delivery constraint imposed by
insufficient transmission capacity. (ii) Time-Shifting:
firming and shaping of wind-generated energy by
storing it during the off-peak interval (supplemented
by power purchased from the grid when wind gener-

Fig. 2. Benefits of EES along the electricity value chain [14].

H. Chen et al. / Progress in Natural Science 19 (2009) 291–312 293
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shaving decreases power loads. By employing energy storage, electricity providers 
realize economic savings through lower generation capacity requirements.  Figure 1.2 
demonstrates the economic benefits of peak shaving with energy storage. Energy is 
stored during nighttime hours (represented by the pink area in the graphic to the 
right). This stored energy is then discharged during peak-demand, daytime hours.  
The end consumer lowers peak demand (represented in blue) during the hours when 
electricity is most expensive. Generators see less demand for energy and can operate 
with less capacity online (as indicated on the y-axis).  

 
Figure 1.2 - Peak load shaving. Peak load demand is shaved in the figure on the right through energy 
storage utilization. (Source: Yang et al., 2010) 

Power Quality and Reliability 

Power quality anomalies include: variations in voltage magnitude, variations in the 
frequency at which power is delivered or short service interruptions. In the United 
States, poor power quality anomalies can cost over $100 billion dollars in annual 
losses (EPRI-DOE, 2003). Power quality applications of energy storage can protect 
power loads against these anomalies and spikes.  

Electricity Arbitrage 

Arbitrage is the practice of purchasing electricity during off-peak hours when rates 
are low, and selling it during peak hours when rates are high. In arbitrage 
applications, storage systems charge from the grid when both demand and electricity 
rates are low and discharge during peak rate hours. Used effectively, arbitrage can 
significantly lower energy costs for storage users.  
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Enabling Integration of Renewable Technologies 

The widespread penetration of renewable energy technologies and the corresponding 
replacement of conventional energy technologies can be enhanced with energy 
storage systems.  By increasing the integration of storage technologies with 
renewable generation systems, many of the limitations of renewables, including 
intermittency and power quality can be ameliorated. 

• Intermittency: The chief advantage of coupling energy storage with solar and 
wind generation is the ability to deal with intermittency (see Figure 1.3). In 
grids with a significant amount of input from renewables, intermittency and 
variability can create significant imbalances between generation and load, 
causing transmission issues for grid operators. Energy storage can assist in 
responding to these imbalances without emissions associated with “peaker” 
plants. Energy storage can also “smooth” the intermittent generation by 
avoiding spikes of electricity onto the grid.   

• Curtailment: Another benefit of coupling renewables with energy storage is 
to reduce curtailment.  In the curtailment process, some wind generators are 
asked by utilities to shut down or slow down their turbines because there is no 
demand for the electricity at the time it is generated. Thus, potential “clean” 
electricity production gets wasted or unused.  Some researchers have even 
noted that in absence of storage options, increased penetration and grid 
integration of solar or wind generation actually requires the addition of gas-
powered generators to meet peak energy demands (Benitez, 2008).  
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Figure 1.3 - Intermittent wind and solar generation example: a) Wind power profile sample in Tehachapi, 
California b) Solar power generation over 6 days in Spain; (Source: Yang et al., 2010)  
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Lowering GHG Emissions 

Energy storage can reduce GHG emissions by providing electricity in lieu of high-
emissions sources of electricity. This however, depends on the electrical generation 
mix in question. In California for example, baseload power has a lower emissions 
profile than peak power. This is because baseload power comes mostly from low-
emissions sources (such as nuclear and hydropower), whereas peaking power (power 
used during peak demand) is from higher emissions sources (such as natural gas). 
Using stored energy that is generated from low emissions sources during off-peak 
demand can help lower overall GHG emissions from electricity generation (Deal et 
al. 2010).  

Barriers to Energy Storage 

Though energy storage offers a range of benefits to utilities and consumers, there are 
many barriers standing in the way of proliferation. A few of the barriers to energy 
storage—high cost, lack of regulatory structure, and uncertainty and risk—are 
discussed in this section.  

High Cost 

The high cost, difficulty in estimating costs, and lack of cost-recovery mechanisms 
for energy storage, are all barriers to deployment. Though costs are decreasing, 
energy storage systems remain costly because of materials expense and the absence of 
large-scale manufacturing. Furthermore, though there are many existing technologies 
that provide energy storage services, few are mature or have been proven at the 
commercial-scale (see Section 2). These factors make it difficult for energy storage to 
compete with fossil fuels to supply electricity (Elkind, 2010). 

Another complicating factor is that it is difficult to create detailed cost estimates. The 
cost of energy storage systems is highly dependent on the size of the system and its 
purpose. Costs also depend on the system efficiency and how frequently and deeply 
the system is charged and discharged (Deal et al., 2010).   

Contributing to this problem is the lack of cost-recovery mechanisms. Energy storage 
has many benefits, but the benefits often spillover to those not directly involved or 
dispersed to many stakeholders. Also, utilities lack methodologies to quantify savings 
and benefits (Elkind, 2010). For investors who must prove a return on investment, 
this spillover effect prevents the range of benefits from being fully considered in cost 
calculations. This may deter investment in energy storage (Sioshansi et al., 2012).  
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Lack of Adequate Regulatory Structure 

Policy-makers and energy regulators are tasked with determining how to define, treat, 
and integrate energy storage into electrical systems and markets. But so far, there are 
few specific laws and regulations that directly address energy storage (see Section 
1.2.3). Investors may be hesitant to invest in storage without knowing what to expect 
from the regulatory structure.   

Uncertainty and Risk 

The lack of regulatory structure creates uncertainty and risks that deters investment in 
energy storage. Further, there are technological uncertainties that act as barriers to 
deployment. Though there are a number of technologies that seem to be viable, but 
there are few demonstration projects to prove their feasibility. Developers are 
reluctant to be the first mover due to this lack of proof (Sioshansi et al., 2012).  

These barriers, as well as a lack of information, create high transaction costs for 
decision makers considering investments in energy storage.  The implication of 
storage on economic profitability is complex; thus, a sophisticated framework to 
evaluate energy storage options is needed. 

Energy Storage Policies 

Capitol Hill, utilities, and federal regulators have begun to recognize the potential 
benefits of energy storage and attempt to resolve deployment barriers. There is a wide 
range of policy options available to encourage energy storage. For example, policies 
may involve providing tax credits or subsidies to lower costs, providing 
manufacturing incentives, investing in research and development, or removing 
regulatory barriers. The following is a discussion of recently adopted or proposed 
energy storage policies.  

Federal Energy Regulatory Commission (FERC): 

The mission of FERC is to “assist consumers in obtaining reliable, efficient and 
sustainable energy services at a reasonable cost through appropriate regulatory and 
market means” (FERC, 2012a). In an effort to encourage energy storage as a means to 
improve grid reliability, FERC has recently issued rulings related to storage.  

• In 2007, FERC issued a ruling (Order No. 890, “Preventing Undue 
Discrimination and Preference in Transmission Service”) designed to improve 
grid reliability and promote competition in electricity markets. The rule 
mandates grid regulators to allow non-generation resources (such as storage 
systems) to be able to bid and sell into electricity markets.   

• In 2011, FERC issued another rule requiring grid operators to fairly 
compensate power sources that can provide fast and adequate frequency 
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regulation services (Order No. 755, “Frequency Regulation Compensation in 
the Organized Wholesale Power Markets”). The U.S. power grid is designed 
to operate at a frequency of 60 hertz, and frequency regulation is a necessary 
component of a stable grid. Commonly, when frequency adjustments are 
needed, power generators increase or decrease operations, which can be costly 
and take time. The new rule gives an advantage to energy storage operators 
that can respond quickly to frequently fluctuations.  

Congress:  

Several bills have been introduced in Congress to encourage and incentivize energy 
storage development. However, only one bill so far has become law.  

• Section 48c of the American Recovery and Reinvestment Act of 2009 
includes incentives for energy storage manufacturing facilities (ESA, 2011a). 

• In July 2011, Senator Debbie Stabenow (D-MI) introduced the Battery 
Innovation Act (S. 1351). This bill includes a provision to boost research and 
development by creating an “Energy Innovation Hub for advanced batteries, 
which would bring together universities, businesses, and nonprofits to develop 
new battery technologies and make improvements to current technologies.” 
The bill would also spur lithium production in the U.S. (Stabenow, 2011). 
This bill is still under consideration and has not been passed by the Senate.  

• In August 2011, Senator Jeff Bingaman (D-NM) introduced the 
Clean Energy Financing Act of 2011 (S. 1510), a bill that would establish the 
Clean Energy Deployment Administration (CEDA) to finance the 
development of clean energy technologies. According to the Electricity 
Storage Association, the finance mechanisms provided in this bill would help 
“move energy storage technologies from pilot demonstration to scale 
manufacturing” by lowering the financial involved with building the first plant 
(ESA, 2011b). This bill is still under consideration and has not been passed by 
the Senate. 

• In November 2011, Senators Ron Wyden (D-OR), Jeff Bingaman (D-NM), 
and Susan Collins (R-ME) introduced the Storage Technology for Renewable 
and Green Energy (STORAGE) Act of 2011 (S.1845). Congressmen 
Christopher Gibson (R-NY) and Mike Thompson (D-CA) introduced a House 
version of the bill (H.R. 4096) in March 2012. These bills include investment 
tax credits for energy storage systems connected to the grid and for businesses 
and homeowners who install on-site renewable energy or energy storage. 
These bills are still under consideration and have not been passed in either the 
House or Senate (ESA, 2011).   
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U.S. Department of Energy (DOE): 

The DOE has had a long history of researching and funding energy storage 
technologies. The DOE began researching energy storage options during the oil crisis 
in the mid-1970s. Since then, DOE and the DOE national laboratories had numerous 
energy storage research and grant programs.  

• The DOE Energy Storage Systems (ESS) Program was established in the 
1990s and is managed by Sandia National Laboratories. The goal of the 
program is to “develop advanced energy storage technologies and systems, in 
collaboration with industry, academia, and government institutions that will 
increase the reliability, performance, and competitiveness of electricity 
generation and transmission in the electric grid and in standalone systems” 
(SNL, 2011).  

• The Advanced Research Projects Agency-Energy (ARPA-E), created in 2007, 
provides funding to energy innovation projects. Since its creation, ARPA-E 
has provided millions of dollars to battery and grid storage research projects 
(ARPA-E, 2010).  

States and Utilities: 

Several states and utilities have adopted incentive programs for energy storage.  

• The California Public Utility Commission’s Self Generation Incentive 
Program (SGIP) offers a $2/W incentive payment for advanced energy storage 
technologies. At this time, only energy storage for flywheels and fuel cells are 
eligible for this incentive (SGIP, 2011).  

1.3 Project Objective & Significance  
The objective of this project was to develop a tool for electricity customers, 
specifically renewable energy generators, to analyze the profitability of energy 
storage systems.  

To accomplish this goal, we first synthesized available literature about potential costs, 
benefits, and environmental impacts of energy storage technologies. Second, a 
portable optimization tool was created to determine the storage capacity that 
maximizes the net present value (NPV) of an investment in energy storage. 

By filling the numerous information gaps surrounding energy storage technologies 
and allowing decision makers to quickly evaluate the costs and benefits of storage 
technologies, this project seeks to remove uncertainty surrounding the 
implementation of storage technologies. 
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It is our hope that the research and methodology presented in this report will promote 
the integration of energy storage allowing for greater penetration of renewable 
electricity generation. In doing so, the country and the world will enjoy reduced 
emissions, greater energy security and an inexhaustible supply of energy resources 
into the future.   
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2 Literature Review 
The following literature review covers the advantages and disadvantages of energy 
storage technologies in development and those commercially available today. The 
energy technologies discussed include batteries, pumped hydro, compressed air 
energy storage, ultracapacitors, supercapacitors, lead carbon asymmetric capacitors, 
superconducting magnetic energy storage, flywheels, and hydrogen. Each technology 
is evaluated on development status (i.e., commercially available or not), storage 
capacity, cycle life, voltage range, energy density, conversion efficiency, cycle 
efficiency, cost and environmental impacts. The literature review also presents a 
background on currently available energy storage analysis tools.   

2.1 Batteries 
Lead Acid Batteries 

2.1.1.1 Flooded-Stationary Lead-Acid Batteries 

Background 

The traditional flooded-stationary lead-acid battery, invented in 1860, is the most 
commonly available and commercially mature rechargeable battery technology in the 
world (EPRI, 2010). They are used in a variety of mobile and stationary applications 
including automobiles, distributed energy resource devices, telephone systems, and 
emergency lighting. 

The traditional flooded-stationary lead-acid battery is made up of two electrodes - one 
lead (negative plate) and one lead-oxide (positive plate) immersed in a solution 
consisting of sulfuric acid and water (see Figure 2.1). This solution, called an 
“electrolyte” causes a chemical reaction that produces electrons (NREL, 2011). 
During discharge, the positive plate and negative plate react to create lead sulfate, 
water, and energy. During charging, the cycle is reversed. 
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Figure 2.1 - Diagram of a lead-acid battery. Discharge (left) and charge (right) (Source: Mosher, 2006) 

Advantages 

Main advantages of traditional lead-acid batteries are that they are cheap, readily 
available, and easy to integrate. There are no specific siting restrictions.  These 
batteries are well suited for applications that require large amounts of energy storage 
to be discharged over a long period of time. They have a high power capacity.  The 
reaction in a lead-acid battery is reversible, so the battery can be reused. These 
batteries are also tolerant to overcharging, can deliver high currents, and come in a 
wide range of sizes and capacities.  Lead-acid batteries are also the world’s most 
recycled product. 

Disadvantages 

However, negating lead-acid batteries’ low-cost advantage is its short life cycle and 
low efficiency. Because of a short life cycle, lead-acid batteries need to be replaced 
often. Another disadvantage that occurs primarily in flooded stationary batteries is the 
loss of electrolytes during the charging process. During charging, hydrogen and 
oxygen gases enter into the electrolyte solution as a result of electrolysis of water 
inside the battery. This water is consumed and must be replaced, requiring frequent 
maintenance. Gases entering into solution may also present an explosion hazard. 
Valve-regulated lead-acid batteries, discussed below have been designed to address 
this concern. Overtime, the performance of lead-acid batteries is also reduced because 
a layer of lead sulfate tends to build up at the electrodes during cycling.  This problem 
becomes more significant if the battery is left discharged for long periods of time. 
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Applications 

Flooded-stationary lead-acid batteries have numerous applications including peak 
load shaving, frequency regulation and control, and black start. The largest existing 
installation is a 10-MW/40-MWh system in Chino, California that is used for load 
leveling by the Southern California Edison utility (Yang et al., 2010). From 1994-
1999, the Puerto Rico Electric Power Authority utilized a 14 MWh lead-acid battery 
for frequency control.   

Companies 

Some of the companies that produce flooded-stationary lead-acid batteries include: 
Storage Battery Systems, Inc. GNB Industrial Power/Exide, C&D Battery, and Hagen 
OCSM.   

Environmental Impacts 

There is the potential for lead pollution if these batteries are carelessly disposed of 
(Makaraov et al., 2008).   

2.1.1.2 Valve-Regulated Lead-acid 

Advantages 

In contrast to other lead-acid batteries, the valve-regulated lead-acid (VRLA) types 
offer several advantages. The VRLAs are considered low maintenance because they 
are designed to allow oxygen and hydrogen to recombine preventing water loss. 
Therefore, regular maintenance to replace lost water that other types of lead-acid 
batteries require is unnecessary with VRLAs. The “valve” term refers to the pressure-
release valve that manages oxygen pressure inside the battery. 

VRLA batteries can further be classified as either an absorbed glass mat battery 
which has the electrolyte absorbed in a fiber-glass mat separator or as a gel cell, in 
which the electrolyte is mixed with silica dust to form an immobilized gel. VRLAs 
are also called “sealed” lead-acid batteries because unlike the flooded type, they will 
not spill electrolyte fluid if turned upside down. This advantage allows them to be 
mounted in any position. 

Disadvantages 

Despite the aforementioned advantages over flooded lead-acid batteries, VRLAs 
similarly suffer from short lifetimes. They also have higher costs and are more 
susceptible to open circuit failures, rendering the batteries inoperable (Frost & 
Sullivan, 2004). VRLAs are also less reliable than the flooded type (Clark, 2009). 
There are, however, clear advantages for the use of one type of lead-acid battery over 
the other depending on intended use. 
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Applications 

VRLA batteries can be used in several applications including frequency regulation, 
peak shaving and load shifting. Existing installations include a 15 MWh facility in 
Hawaii built in 1993 that is used for all three of the aforementioned 
applications. Metlakatla Power and Light in Alaska utilizes a 1.4MWh VRLA for 
voltage regulation and displacing diesel generation.   

Environmental Impacts 

Similar to conventional lead-acid batteries, there is the potential for lead pollution 
from VRLAs (Makarov et al., 2008). However, the environmental risks associated 
with the use of VRLA batteries are less than those of the flooded lead-acid batteries. 
VRLAs are sealed so there is little threat of an acid spill if the battery is inverted.   
Also, the improved design over flooded lead-acid reduces the need to add water to the 
cells, thereby reducing water consumption. Finally, the design of VRLAs leads to 
fewer emissions of hazardous gases than those from flooded-stationary lead-acid 
batteries.  

Companies  

Storage Battery Systems, Inc. supplies VRLA batteries in both the absorbent glass 
mat and gelled electrolyte types for a variety of applications. GNB Industrial 
Battery/Exide Technologies and General Electric also produce VRLA batteries.    

Lithium-Ion Batteries        

Background 

Compared to lead-acid batteries, lithium-ion battery technology is relatively 
new. Still, lithium-ion batteries are considered a mature technology and are widely 
available commercially. Lithium-ion batteries are replacing many battery 
technologies such as lead-acid types because of their superior performance. Lithium-
ion batteries are commonly found in consumer electronic products such as cell phones 
and notebook computers. Additionally, lithium ion batteries are well positioned to be 
the battery technology used in plug-in hybrid electric vehicles and all-electric 
vehicles. 
 
Lithium-ion batteries are made of three primary components including the anode, 
cathode, and electrolyte.  The anode is made from graphitic carbon, the cathode is a 
lithiated metal oxide and the electrolyte is made up of lithium salts dissolved in a 
non-aqueous organic solvent. Both the anode and cathode are materials lithium can 
migrate into and out of. During discharge, lithium ions carry the current from the 
negative to the positive electrode through the non-aqueous electrolyte (see Figure 2.2 
below). During charging, an external power source applies a higher voltage than that 
produced by the battery, forcing the current to pass in the reverse 
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direction.  Migrating from the positive to negative electrode, lithium ions become 
embedded into a porous electrode material in a process called intercalation. 

 
Figure 2.2 - Diagram of a traditional lithium-ion battery cell in which during discharge Li+-ions migrate 
through the electrolyte carrying current from the negative to positive electrode.  (Source: Yang et al., 2010) 

Advantages 

Lithium-ion batteries have several advantages including a high energy and power 
density as well as a high-energy efficiency (95%) (Kaldellis et al., 2009). Lithium-
ions also have a long life cycle relative to other battery technologies. 

Disadvantages 

Although there are large-scale applications utilizing the advantageous qualities of 
lithium-ion batteries, there are several disadvantages limiting greater 
commercialization. Over time, batteries lose the ability to hold as much charge. The 
internal resistance of the batteries is high compared to other rechargeable battery 
types and increases with cycling and age. Increasing resistance means that the battery 
will no longer be able to operate for an adequate period of time. Also, due to special 
packaging, overcharge protection circuits, and heat management, lithium-ion batteries 
are expensive. Correspondingly, there are safety concerns if these batteries are 
overheated or overcharged. When in a fully charged state, the battery is sensitive to 
over-temperature, over-charge, and internal pressure buildup necessitating advanced 
monitoring equipment and safety precautions (Makarov et al., 2008). Finally, analysis 
of lithium’s geological resource base reveals that there is an insufficient supply 
available in the earth’s crust to sustain to support the electric vehicle demand for 
lithium, let alone demand for electrical energy storage (Tahil, 2006). Moreover, the 
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supply is lithium geographically concentrated, potentially creating future new 
geopolitical tensions. 

Applications  

A123 Systems installed a 12MW lithium ion battery system in Chile for grid 
stabilization services and has plans for an additional 20 MW system in Chile A123 
Systems recently announced an order for a 20 MW project in Northern Chile (A123 
Systems, 2011).  A123 Systems is currently evaluating the performance of an 8 
MW/32 MWh lithium-ion battery system to improve grid performance and 
integration with large-scale wind-powered electricity generation in Tehachapi, 
California (Recovery Act Smart Grid Programs, 2012). Another company, ABB, is 
designing a distributed energy, lithium-ion storage system for a Swedish utility 
provider. This system will provide a storage capacity of 87 kWh and offer the ability 
to balance peak loads, improve grid stability, and support the integration of renewable 
energy for current and future smart grid applications.  

 

Figure 2.3 - A123 Systems 12MW battery in Chile. (Source: A123 Systems, 2011) 

Environmental Impacts 

Lithium-ion batteries are made of toxic materials and require recycling and safety 
control.  

Companies  

ABB and A123 Systems are the primary manufactures of large lithium-ion batteries 
for grid integration.   

Flow Batteries 

Flow batteries are a type of stationary battery storage system. Like conventional 
batteries, flow batteries contain electrodes (an anode and a cathode), an electrolyte 
and a separator. However, flow batteries differ in that the electrolyte does not take 
part in the reaction. Instead, the electrodes receive the material that is either dissolved 
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into or precipitated from the electrolyte solution during charge and discharge. The 
electrolytes are stored in tanks and are pumped through an electrochemical cell to 
convert chemical energy to electrical energy. Another feature of flow batteries is that 
there is no loss of performance from repeated cycling. This is because in most 
batteries, the repeated charge and discharge causes the electrodes to deteriorate. But 
in flow batteries, the electrodes do not take part in the reactions but just act as 
substrates for the reactions (Electropaedia, 2012). In reduction-oxidation flow 
batteries (redox), all of the electroactive components are dissolved in the electrolyte. 
Otherwise, one or more electroactive component can be a solid layer. This is known 
as a hybrid flow battery (Leonardo Energy, 2007). There are four leading flow battery 
technologies, each of which are discussed further below: Vanadium Redox, Zinc 
Bromine, Hydrogen Bromine, and Polysulfide Bromide. 

A major advantage of flow batteries is that they are easily scaled, increasing or 
decreasing the volume of electrolyte solution stored in the system. A disadvantage of 
flow batteries is that they contain a series of pumps and plumbing, which can be 
prone to leaks and add complexity and cost to the battery system (EPRI-DOE, 2003). 

2.1.1.3 Vanadium Redox Flow Batteries 

Background 

Vanadium Redox flow batteries (VRB) were developed in the 1980’s at Australia’s 
University of New South Wales. A VRB battery consists of two electrolyte tanks 
containing vanadium ions dissolved in mild sulfuric acid solutions in different 
oxidation states. One tank contains positively charged V5+ ions and the other tank 
holds V2+ ions. When energy is needed, pumps move the electrolytes with the ions 
from tanks into the stack where an oxidation-reduction reaction chemical reaction 
occurs, causing the ions to change their charge and releasing chemical energy to 
create electricity. This reaction is reversible, allowing the batteries to be charged and 
discharged (see Figure 2-4). 

 
Figure 2.4 - Diagram of a vanadium redox flow battery (Source: Joos et al., 2011) 
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Advantages 

The advantages of VRB batteries are that they have a high efficiency (up to 85%) and 
a long life. They are used for large stationary applications such as load leveling or 
peak shaving, and can be used for 1 kWh to 10 MWh of storage (Electricity Storage 
Association). VRB batteries are emerging as a promising technology to couple energy 
storage with renewable generation, though only a few demonstration-scale projects 
have been built.  

Disadvantages 

The primary problems with VRB batteries are that they are expensive and can only 
operate in a limited temperature range. However, new research shows that modifying 
the electrolyte solution can improve performance. By simply adding hydrochloric 
acid to the acid solution, the storage capacity can be increased by 70% and the 
temperature range expands (Li et al., 2011). VRB’s low energy density of 16-33 
Wh/L is another disadvantage (Leonardo Energy 2004). Furthermore, market prices 
of vanadium compounds are currently high. 

Applications 

So far, there are few VRB installations. The first large-scale commercial installation 
in North America was in Castle Valley, Utah. This 2 MW unit is used for load 
leveling for peak power in a remote location in southeast Utah (Frasier, 2006). 

Environmental Impacts 

VRB systems are often promoted as an environmentally friendly storage system for 
many reasons. Firstly, VRB cell stacks and tanks are frequently made out of 
recyclable plastics. Secondly, the electrolyte (provided it does not get exposed to 
oxygen) has a very long life span (Beck, 2012). Lastly, there are no toxic chemicals in 
VRBs that would special disposal procedures. According to an EPRI and DOE report, 

“The only chemical in the VRB system is the vanadium electrolyte, which is ionic 
vanadium in sulfuric acid at approximately the same concentration found in flooded 
lead-acid batteries. Its handling and safety requirements are the same as sulfuric acid. 
The electrolyte is internally contained within industrial-grade HDPE tanks and 
pressure-rated PVC pipe and fittings. The VRB is placed within a spill containment 
area compliant with local regulations” (EPRI-DOE 2003). 

Lastly, a life cycle assessment comparing lead-acid batteries and VRBs found that 
VRBs have a lower environmental impact because of a long lifespan and potential for 
vanadium recycling. Furthermore, VRBs require less energy during the 
manufacturing and recycling processes than lead-acid batteries (Rydh, 1999). 
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Companies 

Companies that currently manufacture VRBs include: VRB Power Systems, 
Sumitomo Electric, Reliable Power, SEI, Pinnacle, Celleniu, and Prudent Energy.  

2.1.1.4 Zinc-Bromine Flow Battery 

Background 

The Zinc-Bromine (ZnBr) flow battery is a hybrid flow battery developed by Exxon 
in the 1970’s. A ZnBr battery cell contains a negative zinc electrode and a positive 
bromine electrode separated by a microporous membrane (see Figure 2.5 below). A 
zinc and bromine aqueous solution flows between the two compartments of the cell 
(Electricity Storage Association, 2011). At the point of complete discharge, all of the 
zinc in the negative electrode is dissolved in the electrolyte, and at the point of 
complete charge all of the zinc is deposited on the cathode and all of the bromine is 
concentrated at the anode. All battery parts are made from inert bromine plastic 
(CEC/DOE, 2011). 
 

 
Figure 2.5 - Diagram of a Zinc Bromine battery (Source: CEC/DOE, 2011) 

Advantages 

There are many advantages to ZnBr batteries. First, they have a long life. Estimates of 
lifespan range from 5 to 30 years and 1,500 to 10,000 cycles (EPRI, 2010; Mosher, 
2010; Leonardo Energy, 2007). Furthermore, they are relatively low cost ($250-
400/kwh) relative to VRBs ($380-740/kwh). Though ZnBr batteries are a bit less 
efficient than VRB batteries, they still have an efficiency of up to 75% (Mosher, 
2010). Advantages of ZnBr batteries over VRBs is that they can operate at close to 
ambient temperature and they have a much higher energy density of 60 to 90 Wh/L 
(Butler et al., 2004; Leonardo Energy, 2004). 
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According to the ZBB energy corporation, a leading manufacturer of ZnBr batteries, 
ZnBr systems operate quietly and are easily transportable. Moreover, they are 
“modular and configurable to meet power requirements for a wide variety of on-grid 
and off-grid market applications throughout the world” (ZBB Energy Corporation).   

Disadvantages 

Although flow batteries generally do not lose performance from repeated cycling, the 
performance capacity of ZnBr batteries can be degraded if the battery is not regularly 
and completely discharged (Leonardo Energy, 2007). However, ZnBr batteries can be 
completely discharged without degrading the battery (Butler et al, 2004). ZnBr 
batteries can only operate between 20 and 50 degrees Celsius (Sandia, 2011). 

Applications 

In 2001, ZBB installed two test systems in Michigan to assess ZnBr batteries’ ability 
to conduct peak shaving. At one site, the ZBB system was installed near a grain 
drying facility whose activities spiked or disrupted the grid several times a day. The 
other system was installed at a site where a transformer was near capacity and was 
expected to exceed capacity during peak summer use. According to ZBB, these 
batteries took approximately 2-10 hours to discharge, operated at around 30 degrees 
Celsius, and, most importantly, were able to help with peak shaving and other issues 
(ZBB, 2001). 

The California Energy Commission and U.S. Department of Energy are currently 
sponsoring a demonstration project for Pacific Gas & Electric. This installation will 
consist of four 500 kW modules in parallel, for a total of 2MWh of storage and will 
include real-time data monitoring. The system will be installed at a substation used 
for peak shaving, but the exactly location has not yet been chosen (CEC/DOE Project 
Overview, 2008). 

Environmental Impacts 

In general, ZnBr batteries are considered to have low environmental impacts because 
they are made of components that can be reused and recycled (Butler et al., 2004). 
However, ZnBr batteries do contain corrosive (zinc-bromine) and toxic (bromine) 
materials that can become environmental contaminants should they escape. 
Furthermore, liquid bromine can be hazardous if inhaled (EPRI-DOE, 2003).  

Companies 

The only company currently manufacturing ZnBr batteries is the ZBB Energy 
Corporation.   
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2.1.1.5 Hydrogen Bromine Flow Batteries  

Background 

Hydrogen-bromine (H2-Br2) flow batteries consist of two reversible electrodes and 
use H2 and Br2 for discharge and HBr for charge. Though hydrogen-bromine batteries 
were initially researched and developed several decades ago, research was largely 
abandoned due to high costs and safety concerns. However, Lawrence Berkeley 
National Laboratory has recently teamed with DuPont, Bosch, 3M, and Proton 
Energy to investigate the potential of H2-Br2 for grid-scale applications (LBNL, 
2011).  

Advantages   

Hydrogen-bromine flow batteries have the potential to show high round-trip 
efficiency (>80%), be scalable to grid-scale applications, have high power capabilities 
(>1 W/cm2), and to cost under $100/kWh (LBNL, 2011). 

Disadvantages 

Hydrogen bromine flow batteries are still an emerging technology, thus there are no 
current demonstration projects to analyze or information about environmental 
impacts.  

2.1.1.6 Polysulfide Bromide Flow Batteries 

Background 

Polysulfide-bromine flow batteries, sometimes referred to as regenerative fuel cells, 
have been developed under the brand name Regenesys since the 1990s (EPRI-DOE, 
2003). In these batteries, a polysulfide bromide (PSB) cell uses two salt solutions, 
sodium bromide (NaBr) and sodium polysulfide as electrolytes. They are separated by 
a polymer membrane, which only allows positive sodium ions (Na+) to pass through 
(Schaber et al., 2004). During charging or discharging, Na+ pass through the 
membrane and the bromide and sodium components emit and accept electrons (see 
Figure 2.6).  
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Figure 2.6 - Diagram of PSB storage system (Source: EPRI-DOE, 2003) 

Advantages 

PSB batteries are expected to have a long lifespan, up to 15 years.  

Disadvantages 

PSB are still an emerging technology and have not been fully demonstrated, and have 
a lower efficiency rating (60-65%) than other flow batteries.  

Applications 

Regenesys Technologies Ltd. has been developing PSB for large-scale applications. 
Regenesys was planning on building two demonstration energy storage plants using 
PSB batteries for load leveling: a 15 MW plant in the UK and a 12 MW plant in 
Columbus, Mississippi (Chen et al., 2009). However, both projects were canceled and 
no new demonstration projects have been announced (Leonardo Energy, 2007). 

Environmental Impacts 

PSB systems are considered to be environmentally benign (EPRI-DOE 2003), but if 
one of the tanks should fail, hazardous bromine gas could be released. 

Companies 

Regenesys Technologies, a subsidiary company of RWE npower plc, is currently the 
only company that manufactures these battery systems.  

 

 

 
 

Polysulfide - Bromide Batteries 

11-3 

bromine active material remains in solution in the tribromide ion form until it is consumed by the 
discharge reaction at the positives.  Note also that the electrolyte for the positive electrodes is 
relatively inexpensive, and that used in the negative compartments of the cells is very 
inexpensive.  A block diagram of a Regenesys energy storage plant is shown in Figure 11-1 16 
[3]. 

 

 
Figure 11-1 
Flow Schematic of Regenesys Electricity Storage System 

The cation-exchange membranes that are a vital part of the electrochemical operability of 
Regenesys batteries serve to separate the differing electrolytes in the positive and negative 
compartments of each cell, yet provide a path for the passage of sodium ions.  A rupture of a 
membrane in one of the cells will allow the electrolyte in the positive compartments and that in 
the negative compartments to mix together.  This precipitates sulfur and would be undesirable, so 
there are measures to detect and isolate any membrane ruptures.  Even when operating properly, 
no membrane is 100% effective, and some material can pass from one side of the membranes to 
the other, thereby causing a buildup of a sodium sulfate in the electrolyte for the negative 
compartments.  This contaminating material must be removed as discussed in the following 
technology section.  

Regenesys Technology 

Here, the term “technology” is used to encompass the components and equipment that are 
necessary to allow operation of a rechargeable battery system with the chemistry described in the 
preceding section.  The design approach adopted by RGN for their Regenesys technology is 
quite different than that of other flow battery developers, or indeed developers of any other 
battery technology.  The RGN design approach results from the needs dictated by the Regenesys 

                                                           
16 Unless otherwise noted, all figures, diagrams and photos in this chapter are credited to Innogy/Regenesys 
Technologies, Ltd., which organization retains the copyright thereto.  These graphics were downloaded from 
www.regenesys.com, and this acknowledgment is included in the current document as required as a condition of 
downloading and reproduction.  There is no mention that specific authority to reproduce these graphics is required. 
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Nickel Cadmium Batteries 

Background 

Invented in 1899, Nickel-Cadmium (NiCd) batteries are alkaline batteries, which use 
nickel oxide as the anode and cadmium as the cathode, all in an aqueous potassium-
hydroxide electrolyte (NETL). NiCd batteries gained popularity because of their use 
in the space program (Sandia, 1981). 

Advantages 

NiCd batteries are a mature technology, well known for their durability. They have a 
higher density and longer lifespan than lead-acid batteries and require less 
maintenance (Sandia, 2003). The upfront costs of NiCd batteries are higher than lead-
acid batteries, but because NiCd batteries can be fully discharged, there is no need to 
oversize the battery. Assuming proper maintenance, NiCd batteries are durable, have 
a high number of charge/discharge cycles and can be fully discharged without 
damage to the battery. This quality is advantageous for solar PV applications because 
NiCd batteries can be fully discharged each night. Another advantage is that if the 
size of the power system is increased, additional batteries can be added to the bank, 
which cannot be done with lead-acid batteries.  

Disadvantages 

A disadvantage of NiCd batteries is the so-called “memory effect.” Some NiCd 
batteries require occasional full discharge to prevent the battery from being able to 
discharge below the level it has been discharged to in the past, though this does not 
often occur with industrial NiCd batteries (Sandia, 2003). 

Applications 

NiCd batteries are widely used. Small NiCd batteries are used in electronics, such as 
digital cameras, and flashlights. Large NiCd batteries are used in airplane starters, and 
in backup generators. NiCd batteries have also been used in electric vehicles (Henault 
et al, 2008). 

An example of a NiCd battery storage system is the Golden Valley Electric 
Association BESS (battery energy storage system) project in Alaska. Batteries 
manufactured by Saft provide 26 MW for 15 minutes or 40 MW for 7 minutes 
(Makarov et al., 2008). 

Environmental Impacts 

Hydrogen and oxygen are produced during charging and depending on the battery 
type, and may be vented into the atmosphere. Cadmium is a toxic metal to all forms 
of life, so careful monitoring and special disposal efforts are needed (Sandia, 2003). 
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However, because cadmium is toxic, it is often collected and recycled. Nickel cells 
are also highly recyclable and markets to recycle nickel exist in most countries 
(EPRI-DOE, 2003).  

Companies 

Companies that manufacture NiCd batteries include: Alcad, Hoppecke, and Saft. 

Sodium Sulfur Batteries 

Background 

Sodium Sulfur (NaS) batteries were first developed in the 1960’s, in part by Ford 
Motor Company to power electric vehicles. However, the development of NaS 
batteries, for electric grid applications, are currently being driven by the Japanese 
firms Tokyo Electric Power Company and NGK Insulator, Ltd (Virkar, 2010). 

A NaS cell consists of a molten sulfur positive electrode and a molten sodium 
negative electrode that are separated by a solid electrolyte of sodium beta-alumina. 
The entire batteries are hermetically sealed (to reduce heat loss) in an aluminum or 
steel casing with an interior lining of molybdenum (to prevent corrosion). To 
maintain both sulfur and sodium in a molten state, NaS batteries must be operated at a 
minimum of 290° C. 

During discharge, sodium is oxidized and sodium ions flow from the negative 
electrode through the electrolyte to combine with sulfur that is being reduced to form 
sodium polysulfide at the positive electrode (2Na + 4S =  Na2S4). The electrons flow 
though a circuit that generates a voltage of 2 V per single cell (Toledo et al, 2010). 
The process is reversed during the charging process. Both processes are displayed in a 
graphic below. 

Because this process is completely reversible, NaS batteries can be used 
continuously, making them well suited for energy grid applications such as peak 
shaving and load leveling (Bito, 2005). 

A commercial NaS battery has an expected lifetime of 15 years with the number of 
cycles and depth of discharge (DOD) – a measure of the percentage of stored energy 
that you can discharge – represented in Table 2.1. 
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Depth of Discharge (%) Number of Cycles (charge and discharge) 

100% 2500 

90% 4500 

65% 6500 

Table 2.1 - Depth of Discharge and Number of Cycles for a Sodium-Sulfur Battery  (Source: Toledo et al 
2007) 

Advantages 

Sodium sulfur batteries have a number of advantages for in peak shaving 
applications. First, they have a long lifetime of approximately 15 years. Second, they 
have a prompt response, and can completely discharge in less than one second. Third, 
they have a high energy density, about three to five times greater than lead-acid 
batteries. Fourth, they are capably of fully discharging. Lastly, they are modular and 
mobile.  

Disadvantages 

A major disadvantage of NaS batteries is their high operating temperatures. They 
need to maintain an operating temperature of at least 290 degrees Celsius and 
maintaining this temperature affects their overall efficiency rating. Further, Na-S 
batteries have been linked to fires (NGK Insulators, Inc., 2011).  

Applications 

To date, no NaS system has been coupled with Solar PV generation in the United 
States. However, The American Electric Power (AEP) utility installed a 1.2 MW 
distributed energy storage system in 2006 in West Virginia to store cheap off-peak 
power from the grid for use during peak demand. Though this system cost more to 
install than a similarly sized coal-fired plant, AEP has determined that the benefits of 
this system justify the added expense because: 1) this storage system operates 
essentially like a mini-generation plant that does not require a fuel source, 2) the NaS 
storage system precludes the need for a  $10 million sub-station and 3) the system can 
be moved to another location (Toledo et al., 2005). 

In 2008, XCEL Energy connected a NaS battery capable of storing 7.2 MWh of 
electricity with an 11 MW wind farm in Minnesota. The system can store enough 
energy to power 500 homes for seven hours and is about the size of two semi-trailers. 
According to XCEL the system has successfully compensated for the intermittency of 
wind and helped couple energy supply with demand (LaMonica, 2010). Based on the 
success of this system XCEL plans to add a NaS battery to Solar PV system near the 
Denver airport. 
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Environmental Impacts 

Almost all of the materials in Na-S batteries can be recycled. In fact, NGK estimates 
that 98% of the materials can be recycled. The only material that requires special 
recycling as a hazardous material is sodium. However, questions remain about 
whether processes and markets to recycle these battery components actually exist 
(Sullivan and Gaines, 2010).  

Companies 

The only company manufacturing NaS batteries currently is NGK Insulators. 

Sodium-metal chloride batteries 

Background 

Though the technical name for these batteries are for sodium-metal chloride 
(NaNiCl2) battery, they are known as ZEBRA batteries because they were invented in 
1985 by the Zeolite Battery Research Africa Project (ZEBRA) group. Sodium-metal 
chloride batteries evolved from NaS batteries, but use different materials and are 
mechanically different. Zebra batteries have the cathode in the center and the anode 
around it. The anode and cathode are separated by the electrolyte. ZEBRA batteries 
contain a molten sodium anode, nickel (nickel in the discharged state and nickel 
chloride in the charged state) as the cathode, and molten sodium aluminum chloride 
as the electrolyte. Similar to the NaS battery, sodium ions move from the anode to the 
cathode generating an excess of ions at the cathode. Excess ions move outside the 
battery, creating an electric current (Makarov et al., 2008). 

Advantages 

ZEBRA batteries have a high efficiency (up to 90%), high energy density, are capable 
of hours of discharge, and are made of low cost materials (PNNL, 2011) 

Disadvantages 

ZEBRA batteries operate at very high temperatures, between 200-400 degrees Celsius 
(Trickett, 1998).  

Applications 

ZEBRA batteries have been used in electric vehicles, but have yet to be used for solar 
PV systems. 

Environmental Impacts 

No information found.  
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Companies 

MES SA, a Swiss company, manufactures ZEBRA batteries for automotive 
applications.  

Nickel-Metal Hydride Batteries 

Background 

Development of nickel-metal hydride (NiMH) cells began in the 1970s (EPRI-DOE, 
2003). Portable nickel-metal hydride cells were introduced in the late 1980s and by 
the mid-1990s had largely supplanted nickel cadmium batteries in many portable 
applications, before themselves losing market share to lithium-ion batteries (EPRI-
DOE, 2003). The NiMH battery has a wealth of applications from portable consumer 
products such as digital cameras, cell phones, etc. to electric and hybrid vehicle 
applications and industrial standby applications for Telecom, UPS, and Distributed 
Generation applications (Kopera, 2005).	  

Nickel-metal hydride battery technology is an outgrowth of Nickel Hydrogen 
technology, also using hydrogen as the negative electrode (EPRI-DOE, 2003). The 
positive electrode of the NiMH battery is a nickel substrate in the form of nickel 
foam, felt, perforated sheet or other constructions with the active material nickel 
hydroxide pasted or sintered onto the substrate (Kopera, 2005).  In NiMH batteries, 
the hydrogen is absorbed in a metal alloy, allowing a higher volumetric energy 
density at the cost of specific energy (EPRI-DOE, 2003). The battery must be sealed 
to prevent the hydrogen from escaping and the metal alloy is usually a complex mix 
of a number of elements, and can vary to a significant degree from design to design 
(EPRI-DOE, 2003).   

The electrolyte is an aqueous solution of potassium hydroxide that has a very high 
conductivity and does not enter into the overall cell reaction to any significant extent. 
The electrolyte concentration remains fairly constant over the entire range of state of 
charge or discharge. These factors lead to a battery with high power performance and 
long cycle life. 

NiMH batteries are sensitive to overcharge and to high-rate discharge and therefore 
have replaced NiCd in relatively low-current applications, including portable 
computers, cellular phones, and camcorders, but not in high-rate applications such as 
power tools (EPRI-DOE, 2003). 	  
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Figure 2.7 - Schematic representation of	  a NiMH cell (Source: Cobasys, n.d.) 

Advantages 

Some advantages of NiMH batteries include good energy density, excellent power 
delivery, a long shelf life and low need for maintenance (Solar Energy Grid 
Integration Systems, 2008). 

Disadvantages 

The main challenges with nickel-metal hydride batteries are their high cost, high self-
discharge and heat generation at high temperatures, the need to control losses of 
hydrogen, and their low cell efficiency (Energy Storage-NREL, 2009). 

Environmental Impact 

NiMH batteries are composed of relatively environmentally benign materials 
(Considerations for the Utilization of NiMH Battery Technology in Stationary 
Applications, n.d). The absence of cadmium makes them a more environmentally 
friendly option than NiCd batteries. 

Applications 

NiMH batteries have been used in several different implementations of electric 
vehicles including the DaimlerChrysler EPIC, the GM EV-1 and electric S10, and the 
Toyota RAV4EV (Considerations for the Utilization of NiMH Battery Technology in 
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Stationary Applications, n.d.). Today’s leading application for NiMH batteries in the 
automotive community is the hybrid electric vehicle with examples such as the 
Toyota Prius, Honda Insight, and the Ford Escape hybrids (NREL, 2009a).  

Companies 

Cobasys, Eagle-Picher technologies, ElectroEnergy Inc., Johnson Controls Inc., Varta 
and Panasonic are some companies dealing with NiMH batteries (EPRI-DOE, 2003). 

Other batteries  

These batteries are still emerging and lack significant information, thus they will not 
be elaborated on: iron-air rechargeable batteries, metal-air batteries, Na-ion batteries 
including Na-halide chemistries, New types of NaS cells (e.g., flat, bipolar, low-
temperature, high-power), New Li-ion chemistries that improve performance and 
safety characteristics, Advanced lead-carbon batteries, Ultra-batteries (a hybrid 
energy storage device that combines a VRLA battery with an electrochemical 
capacitor), New flow battery couples including iron-chrome and zinc/chlorine 
(Zn/Cl).  

2.2 Pumped Hydro 
Pumped hydro energy storage is a mature technology that was first used in the 1890’s 
in Italy and Switzerland and is the only commercially proven large-scale (>100 MW) 
energy storage technology (Deane et al., 2010). These storage systems are quite 
simple: electric energy is stored in the form of hydraulic potential energy.  Pumped 
hydro involves the pumping of water to an elevated reservoir when electricity prices 
are low (i.e., off-peak or low demand periods). When electricity demand is high, 
potential energy of the water stored in the dam is converted to kinetic energy as it is 
released and forced through a hydroelectric turbine generating electricity. In the 
1930’s, reversible hydroelectric turbines that could operate as either a turbine or 
pump, depending on the flow direction, were developed. While pumped hydro is a 
relatively mature technology, innovations and improvements in design continue to be 
developed. New plants are employing variable speed pump/turbine units, with the 
advantage of allowing regulation of the amount of energy utilized while pumping. 
This technology allows plants to operate closer to their optimal efficiency points.  

Pumped Hydro plants were originally developed to supplement base-load electricity 
generation. However, there has been a renewed interest in pumped hydro for energy 
storage as renewable energy generation has increased. Some researchers view it as the 
most promising technology to increase renewable energy penetration levels in power 
systems (Papaefthymiou et al., 2010). Figure 2.8 provides a visual of a pumped hydro 
system that utilizes wind energy.   
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Figure 2.8 - Illustration of pumped hydro storage with the pumping energy supplied by wind turbines.  
(Source: Ibrahim et al., 2008) 

Advantages 

Pumped hydro has a huge energy and power capacity potential; the world’s largest 
pumped hydro plant has a capacity of 2862 MW (Deane et al., 2010). Pumped hydro 
can accommodate energy spikes associated with generation from intermittent 
renewable energy sources. Pumped hydro has a cycle efficiency of approximately 
75%, a long lifespan, and no life cycle limitations, given a continuous supply of water 
(Ibrahim et al., 2008). Another important advantage to consider is the fact that 
enhancement of existing project can yield large savings on capital expenditures while 
reducing environmental and planning issues at the same time.   

Disadvantages 

There are several disadvantages associated with pumped hydro storage facilities.  
First, pumped hydro facilities have highly variable costs and therefore, they can be 
quite expensive to build. Second, finding suitable sites with significant elevation 
difference necessary for efficient energy storage is difficult. Lastly, acquiring permits 
for dam and reservoir construction can be time consuming and challenging. 

Applications 

Pumped hydro technology has been used all over the world, predominantly for 
frequency control and electricity generation reserve (Makarov, 2008). There are over 
300 plants installed worldwide, with a total capacity of over 127 GW (Yang and 
Jackson, 2011). The United States has over 39 plants with an installed capacity of 
21.8 GW. The largest plant is the Virginia Electric & Power Co. owned Bath Plant 
with a capacity of 2862 MW, which was built in 1985 (Deane et al., 2010). Despite 
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the high number of installations, none integrating renewable energy are currently 
online. However, one such project is under construction at the Hybrid Power Station 
on Ikaria Island, in Greece. This project will be one of the first wind-hydro-pumped-
storage hybrid stations in the world (Papaefthymiou.et al., 2010).  

Environmental Impacts 

Hydro power plants have numerous environmental impacts. Environmental concerns 
arise mainly over impacts on water quality and aquatic ecosystems downstream from 
reservoirs. These issues are often the reason pumped hydro projects are abandoned or 
delayed. However, recently proposed projects differ with design plans to mitigate the 
environmental impacts associated with conventional pumped hydro facilities. For 
example, many new projects are closed-loop/off-stream design using abandoned 
quarries or mine pits as reservoirs, reducing the impacts on existing water bodies and 
aquatic ecosystems. One proposed project, Mulqueeney Ranch, in California, 
proposes to use recycled wastewater as the water resource. This has several potential 
positive environmental impacts, where the plant can actually improve the water 
quality of the resource it uses through aeration and aerobic biological treatment (Yang 
and Jackson, 2011).   

Companies  

Pumped hydro power plants are often utility company investments. LADWP 
constructed and operates the Castaic Power Plant with a capacity exceeding 1200 
MW. This project was a cooperative venture between LADWP and California 
Department of Water Resources.   

2.3 Compressed Air Energy Storage 
Background 

Compressed air energy storage (CAES) uses off-peak or low demand periods (i.e., 
when electricity is cheap) to power the pumping compressed air into underground 
caverns or above ground storage tanks (Figure 2.9). Electrical energy of pumping and 
compressing air is converted to potential energy stored until needed (i.e., during times 
of high demand). When the compressed air is released, the potential energy is 
converted into kinetic energy and heated in an expansion chamber, typically with 
natural gas. The heated air is used to drive AC turbines to generate electricity during 
the discharge cycle.   
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Figure 2.9 - Illustration of compressed-air energy storage (Source: Ibrahim et al., 2008) 

Advantages 

There are several advantages to CAES. First, similar to pumped hydro, CAES has a 
high-energy storage potential; nearly all CAES facilities are at least 100 MW in size. 
Second, using existing geological structures for storage reduces environmental 
impacts and footprints of CAES facilities. Lastly, CAES may be viable energy 
storage option for over 80% of the United States (Mosher, 2010). 

Disadvantages 

There are several disadvantages to CAES. First, as was the case with pumped hydro, 
CAES requires a suitable site that must satisfy specific underground geological 
characteristics. Large subterranean caverns of suitable geologic strata, ancient salt 
mines, or underground natural gas storage caves are ideal for CAES as they can 
contain maintain high geostatic pressures with minimal loss (Ibrahim et al., 2008).  
Second, given economies of scale and the costs of facilities, underground caverns 
must be large to make CAES cost effective (Gardner, 2007). Third, the round trip 
conversion (i.e., converting electric energy to compressed air and back) efficiency is 
low, between 70–75%. Fourth, each kilowatt-hour of compressed air stored would 
require 4500 kJ of fuel (usually natural gas) for heating. Lastly, CAES systems 
generally have a long construction time.   

Applications 

Common uses of CAES are for shaving peak electricity loads, load leveling, and 
frequency voltage control. In Huntorf Germany, a 290 MW installation has been in 



38 

 

operation since 1978. In McIntosh, Alabama, a 110 MW CAES facility has been in 
operation since 1991, storing compressed air at 40–70 times atmospheric pressure in a 
2,555,000 cubic meter (i.e., 2.555 billion liter) cavern 700 meters below ground. 
There are currently no CAES applications that have been coupled with renewable 
energy generation, though numerous studies cite the benefits of such applications in 
enabling integration of renewable energy generation (Denholm, 2006; Cavallo, 2006; 
Raugei, 2009).  

Environmental Impacts  

There are several environmental impacts associated with CAES. First, there are the 
greenhouse gas emissions associated with the burning of natural gas required to 
operate the turbines that generate electricity. Some studies suggest that this can be 
mitigated through the use of biofuels in place of natural gas (Denholm, 2006).  
Second, water consumption and discharge can be another important environmental 
issue. Relatively large volumes of water are consumed during various phases of plant 
construction and operation (Beckwith & Associates, 1983). Lastly, adverse 
subsurface and surface environmental impacts may occur if a CAES facility is 
constructed in geologically unsuitable mediums; however, these impacts can be 
avoided through geological characterization of subsurface conditions and utilizing 
appropriate sites (Beckwith & Associates, 1983).   

Companies 

Some companies developing CAES technologies are the CAES Development 
Company, Ridge Energy Storage, and Dresser-Rand Company. 

2.4 Ultracapacitors/ Supercapacitors/ Electric double 
layer capacitors  

Background 

Electrochemical capacitors are energy-storage devices exhibiting characteristics of 
both electrostatic capacitors and conventional batteries (Long, 2009). The most 
common and mature electric capacitor is the electric double layer capacitor (EDLC – 
a.k.a. ultracapacitors or supercapacitors). The Standard Oil Company of Ohio 
developed the current form of EDLCs in 1966 (Long, 2009). 

The term “supercapacitor” refers to the advances in direct current (DC) capacitors 
that were made possible by including state-of-the-art electrode materials in their 
design (Schoenung, 2001). Even though no chemical reactions occur within the 
device, supercapacitors store energy electrostatically using a polarized electrolytic 
solution (NREL, 2009b). This mechanism is highly reversible, allowing the device to 
be charged and discharged frequently and up to hundreds of thousands of times 
(NREL, 2009b). 
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A supercapacitor consists of two nonreactive porous plates, or collectors, suspended 
in an electrolyte, with a voltage potential applied across the collectors (NREL, 
2009b). In an individual supercapacitor cell, the applied potential on the positive 
electrode attracts the negative ions in the electrolyte, while the potential on the 
negative electrode attracts the positive ions (NREL, 2009b). Energy is discharged 
when the voltage direction is reversed (Schoenung, 2001). A dielectric separator 
between the two electrodes prevents the charge from moving between them (NREL, 
2009b).  

Supercapacitors resemble regular capacitors except that they offer very high 
capacitance in a small package (Wagner, 2007). The factors that determine the 
capacitance are the size of the plates, the separation of the plates and the type of 
material used for the dielectric (Schoenung, 2001).  

 
Figure 2.10 - An ultracapacitor, its modules, and an ultracapacitor cell (Source: NREL, 2009) 

Supercapacitors have and long shelf life and offer a great potential for applications 
that have a high power demands, and require short charging time and high cycling 
stability (Halper & Ellenbogen, 2006). Some common applications of 
Supercapacitors include starting diesel trucks and railroad locomotives, and in 
electric/hybrid-electric vehicles for transient load leveling and capturing the energy 
used in braking (NREL, 2009b).  

Advantages 

There are a couple of advantages to supercapacitors. First, the lifetime of 
supercapacitors is virtually indefinite with their energy efficiency rarely falling below 
90%, as long as they are kept within their design limits (Wagner, 2007). Second, 
supercapacitors have extremely long cycle life, a high power density, and the ability 
to charge and discharge quickly (Makarov et al., 2008). The latter benefit occurs since 
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there is no chemical reaction occurring within the device, which is a stark contrast to 
most, if not all other energy storage devices.  

Disadvantages 

Supercapacitors have a few disadvantages including low energy density and few 
power systems applications (Makarov et al., 2008).  

Environmental Impacts 

Supercapacitors are considered to be environmentally benign as there are no or little 
environmental impacts associated with this technology (Bradbury, 2010; Makarov et 
al., 2008). 

Applications 

Honda has developed a high-performance ultracapacitor to serve as a supplementary 
power source to the FCX hydrogen fuel cell (Wagner, 2007).  

Companies 

Some companies involved in the distribution of supercapacitors include ELIT, 
ESMA, NESS, PowerCache (Maxwell), PowerSystem Company and SAFT (EPRI-
DOE, 2003). 

2.5 Lead Carbon Asymmetric Capacitors    
Background 

Lead Carbon Asymmetric Capacitors (LCAC)	  are based on lead-acid battery 
components for the positive electrode and carbon-based capacitive component for the 
negative electrode (Schoenung & Hassenzahl, 2007). Asymmetric capacitor 
technology is projected to have two valuable attributes.  First, a cycle life that may 
exceed 5000 daily charge and discharge cycles and second, a relatively lower cost, 
with respect to other capacitor storage devices; the potentially lower cost is related to 
the utilization of some lead-acid battery components utilized during manufacturing 
(Schoenung & Hassenzahl, 2007). These two attributes have formed the rationale for 
continued development of this technology. It has also been suggested that asymmetric 
capacitor’s life cycle costs may be competitive with other electricity storage 
technologies (Schoenung & Hassenzahl, 2007).	  

Advantages 

Lead carbon asymmetric capacitors LCAC’s have several advantages including rapid 
recharge rates, a deep discharge and high power delivery rates, a long cycle life and 
low maintenance (Ton et al., 2008). 
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Disadvantages 

The two biggest disadvantages of LCACs are their lower energy density than batteries 
and a lower power density than other electrochemical capacitors (Ton et al., 2008). 

Applications 

The most common applications of LCAC are for peak shaving and grid buffering 
(Ton et al., 2008). If a storage system is designed for peak shaving when customer’s 
rates are determined from peak demand, the system must have adequate storage 
above a predetermined threshold otherwise severe economic consequences for the 
customer can occur. The relatively lower cost of LCAC allows systems to be 
designed to ensure peak shaving does occur avoiding excessive energy charges.    

Environmental Impacts 

Lead carbon asymmetric capacitors are classified as electrochemical capacitors, 
which generally have a low environmental impact. The exception to this rule of 
thumb is when organic electrolytes are used in its design and manufacture (Chae et 
al., 2010).  

Companies 

A number of companies are developing and working toward commercially producing 
these types of devices, including ESMA/Universal Supercapacitors, Axion Power, 
and Furukawa (Walmet, 2009). 

2.6 Superconducting Magnetic Energy Storage  
Background  

The technological basis for Superconductive Magnetic Energy Storage (SMES) 
systems had its beginnings in 1911 when Kammerlingh Onnes was investigating 
normal conductors at low temperature, discovered superconductivity (Polk et al., 
1993). Several U.S, Japanese, and European groups initiated the groundwork for 
SMES R&D in the 1960's.  In 1971, Peterson and Boom invented the SMES system 
used today (Polk et al., 1993). 

Superconducting magnetic energy storage systems consist of a coil with many 
windings of superconducting wire storing and releasing energy as electric current 
flowing through the wire increases or decreases (Berkeley Law, 2010). Energy is 
stored in a magnetic field, which is produced by the current circulating in the 
superconducting coil (Schoenung, 2001). Today’s SMES units use conventional 
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metallic superconductor material (Niobium Titanium or Niobium Tin) cooled by 
liquid helium for the coil windings (Schoenung, 2001).  

SMES systems are quite efficient since they store the electrical energy directly in a 
magnetic field with essentially no losses due to the superconducting coils aside from 
the parasitic losses due to their refrigeration systems (e.g., liquid nitrogen or helium), 
which are required to maintain their superconducting properties (Bradbury, 2010). 
Similar to batteries, SMES systems provide rapid responses to both charge and 
discharge (Schoenung, 2001). However, unlike batteries, the energy available is 
independent of the discharge rate (Schoenung, 2001). 

Several MW-capacity SMES demonstration projects are in operation around the 
United States and the world to provide power quality services, especially at 
manufacturing plants requiring reliable electricity such as microchip fabrication 
facilities (EES, 2011).  

Advantages 

There are several advantages to SMES systems. First, power can be discharged 
almost instantaneously, seconds or less, with high power output for a brief period of 
time and less power loss than other technologies (APS, 2007). Second, SMES 
systems have a long lifetime. Lastly, SMES systems have a high power capacity 
(Makarov et al., 2008).  

Disadvantages 

There are a few disadvantages associated with SMES systems. The overall cost of the 
system is relatively high due its reliance on low temperature superconductors, 
requiring expensive cryogenics (APS, 2007). Also, there are high production costs 
associated and SMES systems. Finally, SMES systems suffer from low energy 
density (Makarov et al., 2008). 

Environmental Impact 

There are a couple of environmental impacts associated with SMES systems. For one, 
the strong magnetic field, especially ones aligned with large-scale facilities, and 
prolonged exposure to the magnetic field causes some concern.  Secondly, the non-
ionizing radiation field associated with SMES systems and its impact on human 
physiology is unknown (Bradbury, 2010; Makarov et al., 2008).   

Applications 

The DOE/BPA currently has a 10 MVA (Megavolt-amperes) SMES demonstration 
project to stabilize the 900-mile, alternating current connection between the 
Bonneville Power Administration (BPA) and Southern California (APS, 2007). 
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Companies 

Bruker Energy & Supercon Technologies manufactures SMES systems. 

2.7 Flywheels 
Background 

Flywheels have been around for hundreds of years in various forms from spindles to 
continuously variable transmissions (Meeker & Walker, 2010). New advances in 
materials, bearings, seals, and other components assist flywheels to boast near 
immediate response times, long life under constant cycling, and efficiencies of 85% 
and higher have been reported (Meeker and Walker, 2010).  

Flywheels are made of advanced high strength materials and operate by storing 
kinetic energy in a spinning rotor that is charged and discharged through a generator 
(EPRI, 2010). Flywheels include a cylinder with a shaft that can spin rapidly within a 
robust enclosure (Eyer & Corey, 2010). The cylinder is levitated by a magnet 
eliminating friction-related losses and wear (Eyer & Corey, 2010). The shaft is 
connected to a motor/generator converting electric energy to kinetic energy which is 
then stored by increasing the flywheel’s rotational speed and eventually converted 
back to electric energy via the motor/generator, slowing the flywheel’s rotational 
speed (Eyer & Corey, 2010). 

Typical flywheel applications include power quality and uninterruptible power supply 
(UPS) uses (EPRI, 2010). Flywheel energy storage systems available today are 
usually categorized as either low-speed or high-speed (NREL, 2003). 

• Low Speed: Most low-speed flywheels are designed for 10,000 revolutions 
per minute (rpm) or less, and are typically made of extremely heavy steel 
discs (Bradbury, 2010). The shaft is either vertical or horizontal, and may 
have mechanical or magnetic bearings (Bradbury, 2010). 

• High Speed: High-speed designs operate above 10,000 rpm, some upwards of 
100,000 rpm (Bradbury, 2010). Because of the speeds and associated fatigue 
failure risks, stronger materials are required, including composites of graphite 
or fiberglass, requiring magnetic bearings and a vertical shaft (Bradbury, 
2010). 
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Figure 2.11 - Flywheel Applications: Right, 1-MW/15-min Beacon Power flywheel in an ISO ancillary 
service application, Left: Pentadyne GTX flywheel (Source: EPRI, 2010)  

Advantages  

There are several advantages of flywheels including the maturity of the technology, 
high power capacity, short access time, long lifetime, low maintenance and high 
efficiency (Makarov et al., 2008). 

Disadvantages  

Flywheels have several disadvantages including its low energy and power density, 
large standby losses, and potentially dangerous failure modes (Walawalkar & Apt, 
2008).  

Environmental Impact 

Flywheels are considered a green technology having no to little environmental 
impacts due to the benign materials flywheels are constructed of and their rather 
compact design (Bradbury 2010, Makarov et al., 2008).  

Applications 

The JY-60 Fusion Test Facility in Japan, a 200 MW system is composed of six 
flywheels, each with a 6.6 m diameter (APS, 2007). Each flywheel has a mass of 
1,100 tons, reaching rotation speeds of 420-600 rpm with a velocity of 65.7 meters 
per second at the rim (APS, 2007). 

The Pentadyne ASD Voltage Support Solution from the Pentadyne Power 
Corporation offers 120 kW of power for 20 seconds of discharge (APS, 2007). The 
total system weight is half a ton, the rotation speed is 50,000 rpm, and the maximum 
tip speed is about 800 meters per second (APS, 2007). 

Beacon Power Corporation has proposed a 20 MW flywheel energy storage system 
for frequency regulation applications at the transmission level (Walawalkar & Apt, 
2008). This application is being tested at a small-scale demonstration site, funded by 
the New York State Energy Research and Development Authority (NYSERDA), and 
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the California Energy Commission (CEC) in New York and California respectively 
(Walawalkar & Apt, 2008). 

Companies  

Beacon Power, Active Power, Boeing, Pentadyne and Urenco Power Technologies 
are some companies involved in flywheel manufacture and distribution (EPRI-DOE, 
2003). 

2.8 Hydrogen 
Background 

Hydrogen storage involves using electricity to split water into hydrogen and oxygen 
via electrolysis (Berkeley Law, 2010). The elements of a hydrogen storage system 
include an electrolyzer to convert the electrical energy into chemical energy stored in 
the hydrogen, the hydrogen storage system itself, and a hydrogen energy conversion 
system to convert the stored chemical energy in the hydrogen back to electrical 
energy (EA Technology, 2004).  

Power is generated from hydrogen either by conversion in a fuel cell, or by 
combustion in an internal combustion or turbine engine (Schoenung, 2001). 
Hydrogen can be stored as compressed gas, tiny microspheres, a (cryogenic) liquid, 
hydride compounds, or in other chemical forms (Schoenung, 2001). The various 
storage types each have different characteristics, some of the most important ones 
being energy density and cost (Schoenung, 2001). 

Storing hydrogen gas in tanks is the most mature technology, but difficult because 
hydrogen is the lightest element and has very low density under normal conditions 
(DOE, 2002). Liquid hydrogen stored in cryogenic containers requires less volume 
than gas storage but consumes significantly more power on the input side due to the 
liquefaction of hydrogen, which is equivalent to about one-third the energy value of 
the hydrogen (DOE, 2002).   

Alloys of metal hydrides can assist with hydrogen storage, optimizing both the 
system weight and temperature at which the hydrogen can be recovered (DOE, 2002). 
When the energy stored in the hydrogen is needed, the hydrogen is released from the 
metal hydride alloy under specific temperature and pressure conditions, and the alloy 
is restored to its previous state (DOE, 2002). In irreversible storage with metal 
hydrides, the material undergoes a chemical reaction with another substance, such as 
water, that releases the hydrogen from the hydride (DOE, 2002). 
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Figure 2.12 - Status of Hydrogen Storage Technologies (Source: DOE, 2002) 

Advantages 

There are several advantages to hydrogen energy storage. First, hydrogen possesses a 
high energy density. Second, hydrogen energy storage is easily scalable to the 
application (e.g., kilowatt to multi megawatt capacity). Third, hydrogen has a 
significant potential to provide an energy source for road transport applications. 
Lastly, hydrogen has a system charge and discharge rate and a storage capacity that 
are independent from the storage technology (EA Technology, 2004). 

Disadvantages 

There are several disadvantages to hydrogen storage systems. First, the storage cost of 
hydrogen is quite high given current technology. Second, the round trip efficiency of 
hydrogen as an energy storage medium is low. Third, materials and components of a 
hydrogen storage system that can provide 1500 cycles or more do not exist. Lastly, 
analyses of the full life cycle cost for hydrogen storage systems have not yet been 
performed (DOE, 2011). 

Applications 

Currently, only a few projects to demonstrate technical and economic feasibility of 
integrated hydrogen energy generation are being conducted (DOE, 2012). The 
feasibility studies are examining how hydrogen energy storage can address society’s 
energy needs for transportation, infrastructure, and electricity generation under real 
world conditions. One potential use for hydrogen would be to generate electricity for 
power grid something similar to natural gas fired power plants (Kleijn & van der 
Voet, 2010). Plants that would use fuel cells in conjunction with electricity 
production for the grid would be smaller than current size gas fired electricity plants 
(Kleijn & van der Voet, 2010).   
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Environmental Impacts 

Hydrogen based storage technologies are considered to have environmentally benign 
operating characteristics (EA Technology 2004). However, the environmental 
impacts of hydrogen as a storage medium are strongly dependent on the manner 
through which the hydrogen is produced (Lipman et al., 2005). If used with wind 
power, hydrogen production and reuse has low environmental impacts (Lipman et al., 
2005). On the other hand, hydrogen produced through electrolysis using electricity 
generated from non-renewable resources, (e.g., coal or natural gas) can have 
considerable environmental impacts (Lipman et al., 2004; Milborrow & Harrison 
2003; Lipman et al., 2005). 

Companies 

There are a few companies currently producing the first generation hydrogen based 
fuel cell power plants. Fuel Cell Energy of Danbury, CT manufactures 1.4 -2.8 MW 
fuel cells that can operate of biogases (FuelCell, 2012). Ballard from Burnaby, 
Canada will be manufacturing a small-scale test project for use in Pittsburg, CA that 
will power a small bleach manufacturing plant from by-product hydrogen gas 
(Ballard, 2012).  

 
Figure 2.13 -  2.8 MW fuel cell power plant designated ultra clean by CARB (Source: FuelCell, 2012) 
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2.9 Cost Comparison Table  
The following table shows the cost estimates for the energy storage technologies 
included in our analysis (SNL, 2003; SNL, 2011; EPRI-DOE 2003)  

 
Table 2.2 - Energy storage cost comparison table 
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2.10 Environmental Impact Comparison  
The following table describes potential health, safety and environmental risks that 
may arise during the manufacturing, use, and disposal of energy storage devices 
(PNNL, 2008; NETL, 2008; Rydh, 1999; Rydh and Sanden, 2004; EPRI-DOE 2008; 
Butler et al, 2003). 

 
Table 2.3 - An environmental impact comparison of energy storage technologies 
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2.11 An Overview of Energy Storage Analysis Tools 
Upon conducting a thorough literature review on energy storage analysis tools in use 
today, a 2010 report by Pacific Northwest National Laboratory (PNNL), Analysis 
Tools for Sizing and Placement of Energy Storage in Grid Applications, was found to 
be the most comprehensive source on current commercial and non-commercial 
energy tools with a focus on storage. The report reviews pertinent literature and 
studies carried out in the year 2000 and later to identify current models and analytical 
tools that optimize the siting, sizing, and economic value of energy storage in a smart 
grid infrastructure (Hoffman et al., 2010). The report reviewed storage technologies 
currently used by transmission planners that are supportive of the smart grid concept, 
which requires ease of installation. Therefore, management systems, which optimized 
the usage of pumped hydropower facilities, were not included (Hoffman et al., 2010).  

Future implementation of smart grid infrastructure may, in part, depend on the 
availability of energy storage models that utilities can use to compare competing 
technologies and application benefits (Hoffman et al., 2010). Having successful 
energy storage models available to utilities can significantly change the rate at which 
the U.S. grid transitions to a modern infrastructure that will meet national energy 
security and climate goals (Hoffman et al., 2010).  

The following is a description of non-commercial (free of cost) and commercial 
energy analysis tools widely in use today. 

Non-Commercial Tools 

The Hybrid Optimization model for Electric Renewables (HOMER) by the 
National Renewable Energy Laboratory (NREL) is a computer model that evaluates 
design options for both off-grid and grid-connected power systems for remote, stand-
alone, and distributed generation (DG) applications (NREL-HOMER, n.d.). HOMER 
models the following power sources, storage technologies, and loads (NREL-
HOMER, n.d.): 

 Power sources: 
•   Solar photovoltaic (PV) 
•   Wind turbine 
•   Run-of-river hydro power 
•   Generator: diesel, gasoline, biogas, 
alternative and custom fuels, co-fired 

•   Electric utility grid 
•   Microturbine 
•   Fuel cell 
 
 

Storage: 
•   Battery bank 
•   Hydrogen 
•   Flow batteries 
•   Flywheels 
 Loads: 
•   Daily profiles with seasonal 
variation 

•   Deferrable (water pumping, refrigeration) 
•   Thermal (space heating, crop drying) 
•   Efficiency measures 
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HOMER finds the least-cost combination of components that meet electrical and 
thermal loads through simulating the operation of a system by making energy balance 
calculations for each of the 8,760 hours in a year and then displaying a list of feasible 
systems sorted by lifecycle cost (NREL-HOMER, 2004). HOMER also has the 
capability of performing a sensitivity analysis for various inputs (NREL-HOMER, 
2004). 

The National Energy Modeling System (NEMS) and Regional Energy 
Deployment System (ReEDS) are non-commercial energy modeling tools that utilize 
a linear programing approach in their methodology (Hoffman et al., 2010).  

NEMS is a computer-based, energy-economy modeling system that was designed and 
implemented by the Energy Information Administration (EIA) of the DOE (DOE-
EIA, 2009). NEMS consists of four supply modules, two conversion modules, four 
end-end demand modules, one model to simulate energy/economy interactions, one 
module to simulate international energy markets, and one module that provides the 
mechanism to achieve a general market equilibrium among all the other modules 
(EIA, 2009). The components of these modules are indicated in the figure below: 

 
Figure 2.14 - National Energy Modeling System (Source: EIA, 2009) 

NEMS determines the optimal power system characteristics, including the 
characteristics of various storage technologies to be used. The optimization is 
performed using an objective function that minimizes the total discounted present 
value costs (Hoffman et al., 2010).  

ReEDS is a computer model developed by NREL’s Strategic Energy Analysis center 
that optimizes the regional expansion of electric generation and transmission capacity 
in the continental United States over the next 50 years (NREL-ReEDS, n.d.). The 
ReEDS model minimizes the costs of the U.S. electric sector, including: 
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• The present value of the cost for both generation and transmission capacity 
installed in each period; 

• The present value of the cost for operating that capacity during the next 20 
years to meet load, (i.e., fixed and variable operation and maintenance (O&M) 
and fuel costs); and 

• The cost of several categories of ancillary services and storage (NREL-
ReEDS, n.d.). 

ReEDS considers four storage technologies – pumped hydropower, compressed air, 
batteries, and thermal storage – for which projections can be made through 2050 
(Hoffman et al., 2010). The model takes into account projected capital costs for 
installation, fixed O&M costs, and round trip efficiencies of the storage technologies 
(Hoffman et al., 2010). Figure 2.15 illustrates an example scenario estimated by 
ReEDS: 

 
Figure 2.15 - ReEDS capacity estimates for the United States for different generation technologies over the 
44-year evaluation period (Source: NREL-ReEDS, n.d.)  

RETScreen (Renewable Energy Technology Screen) is a tool that has been 
developed by Natural Resources Canada (NRCan) CANMET Energy Technology 
Center for renewable energy technologies analysis (Stefula, 2007). RETScreen 
evaluates the energy production and savings, life-cycle costs, emission reductions, 
financial viability and risk for various types of energy efficient and renewable energy 
technologies (REEEP, n.d.). In order to determine financial viability and cost 
effectiveness of clean technologies relative to conventional technologies, RETScreen 
compares clean energy technologies to a conventional “base-case” specified by the 
user (Hoffman et al., 2010). New modules also estimate greenhouse gas emission 
savings relative to conventional systems (Stefula, 2007). RETScreen allows users to 
model energy storage, in the form of a battery, and also suggests values of battery 
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size based on a formula involving the desired number of days of autonomy (Hoffman 
et al., 2010). 

The KERMIT model is a tool by the KEMA Company and is configured for 
studying power system frequency behavior over a time horizon of 24 hours (Masiello 
et al., 2010). The figure below shows the inputs and outputs of KERMIT: 

Figure 2.16 - KERMIT model overview by KEMA researchers (Source: Masiello et al., 2010) 

As indicated above, the parameters for electricity storage in KERMIT are also inputs 
to the tool. These parameters include energy capacity, power ratings, efficiencies, and 
rate limits on the change of power levels (Masiello et al., 2010).  

Other non-commercial tools include GridLabD, which was developed at PNNL, and 
EnergyPlus, a DOE energy analysis and thermal load simulation program that allows 
builders and architects to predict energy flows (building heating, cooling, lighting, 
ventilating, and other energy flows, as well as water) in residential and commercial 
buildings before construction (PNNL, n.d.; NREL-EnergyPlus, n.d.). While 
GridLabD does not include energy storage modeling capabilities, new versions of 
EnergyPlus incorporate storage capability, for example a new thermal storage module 
allows users to specify the size of thermal storage units (Hoffman et al., 2010).  
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Summary of Non-commercial Software Characteristics with Energy Storage 
Modeling Capabilities: 

Characteristic 
/Component 

Homer  
 

ReEDS NEMS RETScreen Energy 
Plus 

Kermit GridLabD 

Locational 
Marginal Pricing1 

 X X X    

Energy Storage X X X X X X X 
Arbitrage X X    X  
Energy storage by 
Node 

X   X X  X 

Round trip 
efficiency 

X X X X  X X 

Minimizes system 
efficiency 

X X X     

Show single or 
multiple ancillary 
service2 value 
streams 

Yes No No Yes No Yes No 

Aggregation of 
multiple ancillary 
services value 
streams? 

No No No No No No No 

Table 2.4 - Non-commercial tools (Source: Hoffman et al., 2010) 

Commercial Tools 

General Electric Multi-Area Production Simulation Software (GE MAPS) 
integrates highly detailed representations of a system’s load, generation, and 
transmission into a single simulation (GE Energy, 2009). This enables calculation of 
hourly production costs in light of the constraints imposed by the transmission system 
on the economic dispatch of generation (GE Energy, 2009). GE offers MAPS 
databases for the three major interconnections within the United States: Western 

                                                

1 Locational Marginal pricing (often referred to as nodal pricing) determines an energy price for each 
electrical node on the grid as well as the transmission congestion price (if any) to serve that node 
(Western Area Power Administration, n.d). 

 

2 Ancillary Services: The Federal Energy Regulatory Commission defines ancillary services as those 
necessary to support the transmission of electric power from seller to purchaser given the obligations 
of control areas and transmitting utilities within those control areas to maintain reliable operations of 
the interconnected transmission system (Kirby and Hirst, 1996). 



55 

  

Electricity Coordinating Council (WECC), Eastern Interconnection, and Electric 
Reliability Council of Texas (ERCOT) (GE Energy, 2009).  

System Optimizer and ProMod are tools developed by the Ventyx company, a 
supplier of enterprise software and services for industries such as energy, mining, 
public infrastructure and transportation (Ventyx, n.d.). The System optimizer is a 
screening tool used with load curves to do system capacity analysis (Hoffman et al., 
2010). System Optimizer develops long-term (20 to 30 year horizon) resource 
investment plans for reliability requirements, which include the technology type, fuel, 
size, location, and timing of capital projects (System Optimizer, n.d.). The optimal 
solution uses either Mixed Integer Programming (MIP) or Linear Programming (LP) 
algorithms to solve for the desired time period with the existing system as well as 
alternatives for future expansion plans (System Optimizer, n.d.). 

ProMod is a detailed production costing system that uses detailed direct current (DC) 
power flow for analysis and is used to create detailed plans while the System 
Optimizer is used to screen possible futures (Hoffman et al., 2010).  

The methodological development of the Energy 2020 model was done by George 
Backus of the Policy Assessment Corporation (Systematic Solutions Inc., n.d.). “The 
ENERGY 2020 model is an integrated multi-region energy model that provides 
complete and detailed, all-fuel demand and supply sector simulations” (Energy 2020 
model overview, n.d). It is a policy-planning model that simulates the physical and 
economic flows of energy users and suppliers (Energy 2020 model overview, n.d). It 
consists of a number of “standard” policy options and variables and simulates how 
energy users and suppliers make decisions and how those decisions translate to 
energy use and emissions (Energy 2020 model overview, n.d). It is useful for agent-
based analysis to aid policy decisions by regulators (Hoffman et al., 2010).  

The Integrated Planning Model (IPM) tool is proprietary of ICF International and 
provides integration of wholesale power, system reliability, environmental 
constraints, fuel choice, transmission, capacity expansion, and all key operational 
elements of generators on the power grid in a linear optimization framework (ICF 
International, n.d.). It can only model energy storage in the form of pumped hydro 
(Hoffman et al., 2010). 

Other commercial models in use include Synergee-a proprietary tool of the 
Germanischer Lloyd group, the PowerWord Simulator-a proprietary tool of Power 
World Corporation and Dynastore, a tool developed by the Electric Power Research 
Institute (GL group, n.d.; PowerWorld Corporation, n.d.; Hoffman et al., 2010). 
Synergee models electrical distribution systems and its current version in use does not 
consider energy storage or distributed generation (Hoffman et al., 2010).  However, 
since software development is driven by requests from customers there is a high 
potential of incorporating distributed generation analysis in the future, as there is 
currently customer interst in adding this component into the model (Hoffman et al., 
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2010).  “The PowerWorld Simulator presents depictions of the specified network 
topography based on loads, generation and line configurations in use at a particular 
point in time” (Hoffman et al., 2010). The model does not include energy storage 
arbitrage and locational marginal pricing of energy storage is possible but requires a 
detailed knowledge of how to use the product (Hoffman et al., 2010). Dynastore 
software only deals with energy storage and can model 12 weeks per year for up to 30 
years (Hoffman et al., 2010). “It deals with ancillary services dispatch of energy 
storage for spinning reserve, load following, and frequency regulation” (Hoffman et 
al., 2010). 

 

Summary of Commercial Software Characteristics with Energy Storage 
Modeling Capabilities 

Characteristic   
/Component 

GE 
Maps 

 

Ventyx 
System 

Optimizer/
ProMod 

Power 
World 

Energy 
2020 

Integrated 
Planning 

Model 
(IPM) 

Dynastore SynerGee 

Locational 
Marginal 
Pricing 

X X X X Zonal 
basis (cut 
plane) 

  

Energy 
Storage 

X 
pumped 
hydro is 
basic 
option 

X  
ProMod 

Possible X 
including 
efficiency 

X 
pumped 
hydro 
only 

X  

Arbitrage  X 
ProMod 
including 
efficiency 
 

Hard 
but 
possible 

X    

Energy 
storage by 
Node 

X X  
ProMod 

 X  X  

Round trip 
efficiency 

X X 
ProMod 

 X    

Minimizes 
system 
efficiency 

 X 
Only 
optimizer 

  X   

Show single 
or multiple 
ancillary 
service value 
streams 

Yes Yes Yes Yes No Yes No 

Aggregation 
of multiple 
ancillary 
services value 
streams? 

No No No No No No No 
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Table 2.5 - Commercial tools (Source: Hoffman et al., 2010) 

In conclusion, none of the tools reviewed appear to be capable of choosing a 
preferred storage technology, its capacity and location for optimal placement and 
functionality on the electric grid (Hoffman et al., 2010). The PNNL report 
recommends the development of a software-based tool that can fill these gaps in order 
to help decision makers fully assess the technical and economic attributes of energy 
storage.  
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3 RESET Development  
To meet our project objective, we developed an Excel-based tool – the Renewable 
Energy Storage Engagement Tool (RESET) – that determines the optimal energy 
storage technology and capacity given temporal demand load and on-site renewable 
energy generation. Microsoft® Excel was chosen as a software platform for our tool 
since it is fairly ubiquitous, inexpensive and user-friendly. 

RESET is essentially an economic model that compares various storage technology 
options and calculates the optimal storage amount, or capacity needed, by 
maximizing the net present value (NPV) of the storage investment.3 Optimization is 
performed in RESET by Excel’s Solver add-in tool, where the objective function is to 
maximize NPV for each technology by changing the storage capacity values. Due to 
the complexity of the optimization problem (e.g. the fact that capacity, cost, and 
savings calculations are mutually dependent), our tool employs a generalized reduced 
gradient (GRG) nonlinear solving method due to the complexity of the problem. 
When optimization is not feasible or the desired amount of energy storage is known, 
RESET also allows the user to manually input capacity values to compare the 
calculated costs, benefits, and NPVs across various storage technologies. 

The development of such a tool was crucial to our project – as it not only enabled us 
to run multiple scenarios and develop recommendations for our case study (see Part 
III) – but it also developed a framework for evaluating energy storage options in 
terms of economic profitability and optimal sizing. 

3.1 RESET User Inputs  
One notable feature of RESET is its intuitive user interface and the ease at which 
inputs can be entered. For example, many input fields include either a drop-down 
menu (see Figure 3.1) or an instruction prompt when the field is selected. An 
instructions tab is also located within the workbook to assist with user data entry. 
Fields are also color-coded, such that white cells are available for data entry and 
shaded cells contain protected formulas that cannot be altered unintentionally. 

                                                
3 Net Present Value (NPV) is the amount of cash flow (in present value terms) that a project generates 
after repaying the invested capital and required rate of return on that capital (Brigham & Houston, 
2009). 
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Figure 3.1 - Screenshot of RESET Inputs tab 

User Inputs include: 

1) Renewable generation type (optional): This drop-down menu allows the 
user to select the renewable energy technology used for electricity generation 
(e.g. solar, wind, etc.). This input is optional since it currently does not affect 
the results of the model. However, future model versions could incorporate 
this field to aid in the energy storage technology selection process, if it is later 
deemed that certain technologies work better together than others. 

2) Electric Utility Provider (optional): This drop-down menu allows the user to 
select his or her electric utility provider. While technically optional, this 
useful feature tailors the terminology displayed by the tool based on the 
selected utility provider’s current terminology. For example, the Los Angeles 
Department of Water & Power (LADWP) uses the terms “High-peak, Low-
peak, and Base” in their rate structure, whereas Southern California Edison 
(SCE) uses the terms “On-peak, Mid-peak, and Off-peak.”  

3) Average Daily Weekday / Weekend Demand Profiles: The hourly 
electricity demand at each time of day (12AM – 11PM), averaged discretely 
for each month of the year (Jan.–Dec.) must be entered separately for 
weekdays (Mon.–Fri.) and weekends (Sat. & Sun.). This enables RESET to 
accurately calculate projected financial savings, since weekend electricity 
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rates differ from those during peak weekday hours, and demand on weekends 
may also differ greatly from demand on weekdays for many potential users.  

4) Average Daily Generation: The hourly renewable energy generation at each 
time of day (12AM – 11PM), averaged discretely for each month of the year 
(Jan.–Dec.) must be entered as well. However, it is not necessary to segregate 
weekday and weekend generation, as it is assumed that generation does not 
vary based on day of the week (e.g. the sun does not necessarily shine more 
brightly on Saturdays than it does on Wednesdays, or vice versa). 

5) Electricity rates (in $/kWh): Electricity prices must be entered during each 
rate period (e.g. High-peak, Low-peak, and Base) for both High Season 
(typically summer months) and Low Season. 

6) Energy credit rates (in $/kWh, if applicable): For customers who are 
eligible for net-metering benefits, the electricity rate paid by the utility for 
each kWh of electricity returned to the grid, during each rate period, can be 
entered here. When these fields are populated, RESET uses the net electricity 
rates (electricity prices less energy credits) to determine projected financial 
savings. Thus, the option of selling electricity back to the grid rather than 
storing it is considered in the economic analysis. 

7) Stored energy usage (%) during each rate period: For both High Season 
and Low Season, the electricity rate period during which stored energy is 
expected to be used must be approximated and entered in the form of a 
percentage. For example, in the LADWP rate structure, 5:00PM to 7:59PM 
corresponds with Low-peak period and 8:00PM to 9:59AM corresponds to 
Base period. If stored energy is expected to be used generally from 5:00PM to 
9:00PM, then 75% of usage would occur during the Low-peak rate period and 
25% would occur during the Base rate period. This input determines the 
proper electricity rate to apply for financial savings calculations. 

8) Storage operation parameters (Operating days, Operating time per day, 
and Duration of storage): Planned storage operating days (either Weekdays 
only, Weekends only, or Weekdays & Weekends) and duration of storage are 
both selected by the user via drop-down menus. Operating time per day (in 
hours) is the expected number of hours that the storage device will be 
providing energy (i.e. discharge time in hours). These parameters help 
determine which storage devices are technically feasible for the intended 
application and also affect cost and savings calculations. 

9) Discount rate: The user’s desired annual discount rate must be entered, based 
either on personal preferences or a firm’s required rate of return. The discount 
rate takes into account the time value of money (the idea that money available 
now is worth more than the same amount of money available in the future 
since it could be earning interest) and the risk or uncertainty of the anticipated 
future cash flows. 
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10) Annual growth rates (%) for electricity demand and prices: These fields 
allow the user to enter estimated annual growth rates that are then used by 
RESET to project demand and electricity prices for years 2 through 10. Both 
of these values affect savings calculations and can easily be changed to run 
“what-if” scenarios. 

11) Renewable generation factor (Default = 1): This field serves as a multiplier 
for the renewable generation profile and can also be easily changed to run 
“what-if” scenarios. For example, a factor of 1.25 would increase the entire 
generation profile by 25%, and a factor of 2 would double the current 
generation. A factor of 1 corresponds to the current renewable generation 
profile and should be used as the default.  

12) Carbon price ($/metric ton CO2e, optional) and eGrid sub-region: Both of 
these inputs are used in greenhouse gas (GHG) savings calculations. The 
carbon price field allows the user to enter an actual or expected price per 
metric ton of carbon dioxide-equivalents (CO2e), or it can be omitted. The 
eGrid sub-region field allows the user to select his or her appropriate electric 
grid region from a drop-down menu, which then auto-populates the 
corresponding emissions factor obtained from U.S. EPA data (see Section 
9.1.4.4. GHG Savings for a more in-depth explanation of EPA’s eGrid.) A 
map of U.S. eGrid sub-regions is also provided in RESET’s “Instructions” tab 
to assist users with their selection. 

3.2 Other RESET Features 
In addition to its user-friendly input sheet, RESET also enables the user to easily view 
results and compare storage technologies. A brief overview of features is given below 
in the form of illustrative screenshots from RESET. 

Summary statistics for demand and generation data are displayed at bottom of the 
RESET Inputs sheet. Although the more detailed raw data are used for model 
calculations, this summary is intended to give users a better sense of their average 
daily energy consumption and generation, and in which electricity rate periods it 
typically occurs, as averaged over the entire year.  
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Figure 3.2 - Example of Summary Statistics displayed by RESET 

 

Technology comparison allows users to view the operational characteristics  (energy 
density, duration, round-trip efficiency, etc.) and costs of each energy storage option 
explored. These values can also be updated or changed by the user as necessary, and 
subsequent cost calculations performed by RESET will automatically be revised. 

 
Table 3.1 - Screenshot of technology comparisons tab with relevant technological and cost data 
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Results calculated and displayed at the click of a button:  

     

 

 
Figure 3.3 - Screenshot of RESET Results tab 

 

By adjusting data input values and re-clicking the “Calculate” button, RESET enables 
multiple scenarios to be projected by any user.  For example, the user can easily 
change the discount rate and/or projected growth rates for electricity demand and 
electricity price (see Figure 3.4 below) in order to test different projections about the 
future. The user can also optionally input a carbon price for CO2e emissions based on 
future policy or pricing expectations.  

 



64 

 

	  
Figure 3.4 - RESET inputs screenshot for relevant rates and factors adjusted for scenario analysis 

 

3.3 Net Present Value Calculations  
Present value (PV) is the worth or value of a future sum of money given a specific 
rate of return on an investment.   It reflects the discounted value of money into the 
future.   The equation for the PV of a future sum is:  

!"! =   
!"#"$%  !"#$%
(1+ !)!  

where i is the annual discount rate and n is the period.  

 

In essence, the future value is the face value, or real value, at period n in the future.   

All cost and savings calculations used in RESET reflect the present value of 
investments or payments for a ten-year period.  RESET users have the ability to input 
their discount rate, as it is likely to vary across users and time.   

 
Figure 3.5 - RESET placeholder for user input of discount rate 
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For financial savings calculations, our PV calculation is as follows:  

 

 

Savings are being discounted monthly; hence, the annual discount rate is divided by 
twelve.  PV was determined for each month through year ten to determine total 
savings over ten years. 

The Net Present Value (NPV) was calculated by subtracting the ten-year present 
value costs from the projected ten-year present value savings. 

3.4 Cost Calculations 
The cost of storage systems can be characterized as either cost per unit power ($/kW) 
or the cost per unit energy ($/kWh). Power-related costs describe the cost of the 
power electronics and energy-related cost describes the cost of the storage medium 
(Makarov, 2010).  

Capital Cost 

The capital cost of energy storage systems is equal to the sum of the cost of the power 
conversion system (PCS), the cost of the storage device, and the balance of plant 
costs. For our calculations, we assume the balance of plant costs are accounted for in 
the cost of storage. Capital cost equations shown below were obtained from the 
Sandia National Laboratory’s 2011 and 2003 reports (Schoenung, 2011; Schoenung 
& Hassenzahl, 2003). 
 

!"#$%"&  !"#$   =   !"#$  !"  !"#$%  !"#$%&'()  +   !"#$  !"  !"#$%&'  !"#$%"  
 

!"#$%"&  !"#$  ($)   =   !"#$!"#($)   +   !"#$!"#$%&'($) 

 
 

!"#$!"#$%&'  ($)   =     !"#$%&'$!"#$%&'  ($/!"ℎ)  ×  !  (!"ℎ) 

 
where E is the stored energy capacity and is what we optimize in RESET.   

 
All energy conversion processes have some losses. Efficiency refers to the amount of 
energy that comes out of a process compared to the amount in (E = EOUT / EIN). The 
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efficiency numbers were found during the literature review. In order to account for 
efficiency, the cost of storage equation was changed to the following:  
 

!"#$!"#$%&'($)   =   !"#$%&'$!"#$%&'   
$

!"ℎ
×

!
!
  !"ℎ  

 
where η is the discharge efficiency, 
 

!"#$!"#($)   =   !"#$%&'$!"#
$
!"    ·   !  (!") 

 
and where P is the power rating and 

 

  !"#$%   !" =   
! !"ℎ

!"#$%&'()  !"#$  (ℎ!) 

 
 
 

Therefore,  

 
 
!"#$!"#$%    $ =   

[!"#$%  (!")  ×  !"#$!"#$!"#   
$
!" ]   +    [!"#$%&'$!"#$%&'   

$
!"ℎ

· !"#$%&   !"ℎ ] 

 

 

 

!"#$!"#$%
$
!"   =   !"#$!"#

$
!"   +   !"#$!"#$%&'

$
!"ℎ   

Total Costs 

The total cost includes the initial capital cost, as well as operation and maintenance 
(O&M) costs and replacement costs. These were also discounted over a 10-year time 
frame to calculate the present value of total cost. 
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The following equation was used to calculate the present value of future costs.   

 

!" =
!"#$%&  !"#$#  
(1+ !)!  

 

The following is a discussion of the assumptions in the total cost calculations:  

Lifespan: Storage system life of ten years was assumed for cost calculations. 
Although this number is somewhat arbitrary, it is the amount of time most frequently 
used in reports and studies that also attempt to calculate life-cycle cost (SNL, 2011). 
According to the 2011 Sandia report, this is because “when accounting for the time 
value of money, a significant majority of benefits accrue in the first ten years.” 
However, using a time period longer than ten years may not make sense because of 
market uncertainty-both for the cost of electricity and the costs of storage 
technologies (Eyer & Corey, 2010). Since each storage technology has a different 
lifespan, it is necessary to compare costs for each with the same time and to include 
replacement costs. It is important to note that the management of the system (proper 
maintenance and use) affects storage life, however it was not feasible to include all of 
those factors into our lifespan estimates.  

Replacement Costs: It is expected that some storage systems will need to be replaced 
after a certain time period due to wear and tear and efficiency losses over time. The 
estimates for replacement costs, and when the costs are expected to occur (a function 
of the system’s estimated lifespan) were found in the literature review. These 
replacement costs were added in to the total cost equation at the year the system is 
estimated to need a replacement.  

O&M Costs: Fixed O&M costs (a function of the power rating), and variable O&M 
costs (a function of the energy capacity) were calculated for the ten-year time frame. 
O&M cost estimates were taken from the literature review.  

Discount rate: All of the costs were discounted to account for the present value of 
money. The discount rate is a user input in RESET.  

 
Therefore, the total cost equation is as follows: 

!"#$%  !"#$   $ =   

!"#$%  !"#$%"&  !"#$  ($)   +   !&!  !"#$  ($)   +   !"#$%&"'"()  !"#$  ($) 
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3.5 Financial savings calculations 
Electricity cost savings 

RESET also allows the user to select (via a drop-down menu) whether storage will be 
used on weekdays only, weekends only, or both weekdays and weekends. This user 
input then flows through all the calculations to determine the appropriate electricity 
savings expected, as well as the number of operating days per year that is utilized by 
the energy storage cost calculations. 

In order to determine electricity cost savings, RESET performs the following 
calculations for both weekday and weekend savings:  

• RESET calculates the user’s projected electricity demand for ten years based 
on the current demand profile and an annual demand growth rate, both entered 
as an input to the tool.   

• Average daily excess electricity generation is determined for each month of 
the year through year ten.  Specifically, the ten-year projected hourly demand 
profiles by month are subtracted from the electricity generation profiles.  
Average hourly excess generation are then summed across all hours of the day 
in which an excess occurred (i.e. Generation – Demand > 0) in order to obtain 
an average daily excess generation value for each month of the year. As 
mentioned previously, this is calculated separately for both weekdays and 
weekends, as RESET requires users to input distinct demand profiles for each.  

• Average daily energy savings are then derived through a series of steps 
utilizing daily excess generation.   
o First, the average daily excess generation is multiplied by the user’s 

planned times of use of stored energy during each rate period (high-peak, 
low-peak, and base) for high or low season, depending on the month of the 
year.  This step is important, as it determines which electricity price rates 
will be used in subsequent savings calculations based on avoided 
electricity costs from the grid at those times. Users specify their planned 
time of stored electricity usage, on a percentage basis, in the RESET 
inputs tab.  This input feature is illustrated in the figure below:  
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Figure 3.6 - User inputs for the amount of electricity they plan to utilize at different times of day.  This is 
important because users may peak during different rate periods in different seasons.   

o The resulting values during each rate period are then summed to determine 
the total average daily energy (in kWh) available to be stored for each 
month of the year. Since daily storage cannot exceed the storage 
technology’s capacity, a logic function is employed to constrain actual 
daily energy stored (and thus daily electricity savings) by the optimal 
energy storage capacity derived from running RESET. 

o Average daily cost savings from utilizing the energy stored for each time 
of day and season is then calculated by multiplying the corresponding 
electricity rates by the amount of stored energy used per rate period.  Time 
of day savings are aggregated to reach a total average daily savings, and 
then multiplied by the number of days in each month to determine total 
savings each month for ten years (compartmentalized by weekday, 
weekend, and total savings).   

o The ten-year present value of the monthly electricity cost savings is then 
determined using the formula described in the Present Value Calculations 
section above (again, compartmentalized by weekday, weekend, and total 
savings).   

Greenhouse Gas Savings 

RESET also calculates greenhouse gas (GHG) emissions savings in both: (1) metric 
tons of carbon dioxide-equivalent (CO2e), and (2) avoided financial costs when there 
is a carbon price input entered by the user. It is important to note, however, that 
RESET only models the costs and benefits directly attributable to the use of energy 
storage. Therefore, the calculations do not include the additional GHG savings 
attained from renewable generation in general, as it would be improper to incorporate 
such benefits in the model without also including the costs of renewable energy 
generation. Instead, only GHG savings resulting from storing excess renewable 
generation for later use are considered.  

GHG savings were calculated as follows: 

• Average monthly electricity savings (in kWh) in each month for a ten-year 
period were calculated for both weekdays and weekends, following the same 
approach used for electricity cost savings (see above section). 

• Electricity kWh savings were then multiplied by an appropriate emissions 
factor based on grid region, which was obtained from the U.S. Environmental 
Protection Agency’s (EPA) eGrid data – eGRID2010 Version 1.1, Year 2007 
GHG Annual Output Emission Rates (EPA, 2011). 

o eGrid is developed by the EPA and is used as the standard GHG 
database for all EPA projects. It distinguishes 26 grid regions and 
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gives unique GHG figures distinguishing CO2, CH4, and N2O (Suh, 
2010).  

o For our purposes, CO2, CH4, and N2O emissions were converted to 
CO2-equivalents using the 100-year global warming potential factors 
(GWP100) from the Intergovernmental Panel on Climate Change 
fourth assessment report (IPCC, 2007). Also, the pound (lb.) based 
data from eGrid was converted into kilograms (kg), and both MWh 
and GWh data were converted to kWh.  

o This gave us an emissions factor (in kg CO2e/kWh) that was then 
applied to kWh electricity savings. 

• RESET enables users to select the appropriate grid sub-region from a drop-
down menu, which then automatically determines the appropriate emissions 
factor. A map of U.S. grid sub-regions is shown in the figure below. For our 
analysis of LAHC, the “CAMX – WECC California” sub-region was used. 

 
Figure 3.7 - U.S. Electric Sub-region Map (Source: EPA, 2011) 

Results for GHG Savings are then displayed in metric tons of CO2e emissions 
avoided through the use of storage. If a carbon price per metric ton of CO2e was also 
input by the user, then the ten-year present value of the expected GHG cost savings is 
also given. As with the electricity cost savings, GHG cost savings are discounted 
monthly over ten years. 

  



71 

  

PART II: APPLYING RESET – A CASE STUDY 
AT LOS ANGELES HARBOR COLLEGE 
4 Introduction 
Los Angeles Harbor College (LAHC) served as a case study to demonstrate the 
applicability of RESET. This analysis was conducted to determine if integration of an 
energy storage system will enable LAHC to reduce energy and operating costs at its 
campus. If practical and economical, an energy storage system could reduce 
emissions associated with electricity LAHC would otherwise have purchased from 
the grid.  

The following sections will provide further background information on the college 
district, the college itself, and their utility provider.   

4.1 Los Angeles Community College District  
Los Angeles Harbor College (LAHC) is one of nine, two-year community college 
campuses in the Los Angeles Community College District (LACCD). LACCD’s nine 
campuses collectively serve 250,000 students annually within a geographic area of 
882 square miles. LACCD’s colleges offer low-cost education to a diverse population 
of students. More than 40% of all LACCD students are over the age of twenty-five 
and about 20% are thirty-five or older. About 65% of LACCD students are 
underserved minorities (LACCD, 2011).  

 

LACCD is currently upgrading each of its nine campuses through LACCD Builds 
Green, a sustainable building program funded by three voter-approved bond 
measures. These three bonds, totaling $6 billion dollars, were allocated to retrofit and 
replace aging buildings as well as to construct new state-of-art buildings on each 
campus. Once construction is completed, LACCD will have eighty-five buildings that 
meet LEED (Leadership in Energy and Environmental Design) standards. Included in 
LACCD’s sustainable building program is an energy program intended to encourage 
efficiency as well as renewable generation (primarily solar PV) on each campus. 
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4.2 Los Angeles Harbor College 
Los Angeles Harbor College is located in Wilmington in the South Bay region of Los 
Angeles County. LAHC offers a broad spectrum of transfer, vocational, and 
community service oriented educational programs including a nursing program and a 
child development program in addition to traditional academic classes. As of 2010, 
LAHC’s student population was 10,511 students (LACCD, 2011). LAHC’s campus, 
along with other LACCD campuses, is currently being upgraded as part of LACCD’s 
BuildGreen modernization program.  

 
Figure 4.1 - Arial view of LAHC prior to solar array installation. (Source: LACCD website) 

From the district-wide LACCD Builds Green $6 billion bond issue, LAHC has 
specifically been allocated $467 million dollars for upgrades.  In 2010, the total 
square footage of LAHC’s campus was 484,140 square feet. After all planned new 
construction and remodels through LACCD Builds Green are completed, the total 
square footage on campus will be 644,140 square feet. At that time, the campus will 
have a capacity for an enrollment of 12,000 students.  

Through the BuildGreen program, LAHC has to date installed 2.11 megawatts (MW) 
of solar PV generation capacity and has approved budgets and construction for an 
additional 0.78 MW of capacity.  With a system of this size, LAHC has on-site 
generation that exceeds the campus’s energy demands during several hours of many 
days.  
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In many utility jurisdictions, utility customers can sell their excess generation back to 
the utility or receive energy credits that reduce their electricity bills – a process called 
net metering. However, due to LAHC’s tax-exempt status and because LAHC’s solar 
generation system exceeds a capacity threshold of one MW, LAHC is not eligible for 
net metering with their utility, the Los Angeles Department of Water and Power 
(LADWP). Further complicating LAHC’s situation is that they do not have a two-
directional electricity meter at their interconnection with the LADWP grid, thereby 
making it impossible to accurately measure LAHC’s excess generation.  

After an initial consultation with representatives from LAHC and a preliminary data 
review, we identified the following problems at LAHC to be addressed in this report: 

• LAHC has not quantified the excess generation from their solar arrays.  
• LAHC is not capturing the full value of their solar generation capacity.  
• LAHC is uncertain how to maximize the economic value of any excess 

generation.   

Our analysis evaluated the costs and benefits of utilizing energy storage to shift this 
excess generation to meet on-site demand during other time periods.  

LAHC Solar Generation 

At present, LAHC has 2,365 kW of solar generation online. In August 2010, LAHC’s 
first solar array, an 1151 kW system was brought online. In April 2011, LAHC added 
a 964 kW system atop parking lot 8. The generation and insolation from both of these 
arrays is monitored and displayed in near real-time on Chevron’s Utility Vision 
website.  

A 250 kW array atop the west parking structure was brought online in September 
2011. However, generation and insolation from this system is not monitored on the 
Utility Vision site. Therefore, data from this array was not available for analysis in 
this report. In addition to these three online systems, LAHC has approved and 
budgeted for an additional 517 kW of solar arrays that will be added to buildings 
currently under construction. 

The total existing and planned solar generation capacity for LAHC is listed in Table 
4.1. Once construction of new buildings and accompanying solar arrays are 
completed LAHC will have a solar generation capacity of 2,882 kW.  
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  Array kW DC kW AC 

Annual 
Generation 
kWh 

Currently 
Online and 
Measured 

Carport Lot 8 964 743  1,039,709  

Carport Lots 6 & 7 1151 886  1,240,994  

*Online 
but not 
measured 
on Utility 
Vision 

West Parking 
Structure 250 192 268,422 

  
TOTAL SOLAR 
ONLINE 2365 1821  2,549,125  

Planned  

Health Services 
Building 89 68  95,726  

Library 51 39  54,978  

Science Complex 
Building 193 149  208,054  

Student Union 
Building 185 143  199,861  

  

TOTAL SOLAR 
INCLUDING 
PLANNED 
SYSTEMS  2,882   2,220   3,107,744  

Table 4.1 - Existing and Planned Solar Arrays on LAHC campus 

Due to LAHC’s large generation capacity (2.882 MW DC), for several hours of most 
days of the year, LAHC’s generated electrical energy exceeds campus demand for 
electrical energy. Excess generation during these times is fed back onto LADWP’s 
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energy grid.  Entities with smaller generation capacities (less than one MW) are 
eligible for net metering in LADWP, a program that allows customers receive credits 
for any excess generated energy that is fed back onto the grid. However because 
LAHC’s system exceeds the one MW threshold, LAHC is not eligible for net 
metering and does not receive any compensation for this excess generation. LAHC 
unique position with the utility LADWP is explained in the following section.  

LAHC Institutional Issues  

Several institutional issues specific to LAHC’s situation complicate the campus’s 
ability to fully realize the economic potential of their installed renewable generation. 
A brief summary of these issues are listed below: 

• LACCD has approximately $6 billion in state bonds to revamp all nine 
campuses (with approximately $3 billion spent so far), but funds cannot be 
used for educational purposes or operating expenses. This means that the 
District has funds to invest in new buildings, renewable energy, demand-side 
management systems, energy storage, etc., but also needs improvements to 
help cut operating costs due to budgetary constraints.  

• LAHC’s tax-exempt status creates barriers for receiving renewable tax 
credits/rebates that might otherwise be available for renewable and energy 
storage investments. For example, the Storage Technology for Renewable and 
Green Energy Act of 2011, or STORAGE 2011 Act, was introduced in the U.S. 
Senate on Nov. 10, 2011 (S.1845 – 112th Congress, 2011). If approved, the 
bill would provide a 20% investment tax credit up to $40 million for energy 
storage systems that are connected to the electric grid and a 30% investment 
tax credit of up to $1 million to businesses and homeowners for on-site 
storage projects. Unfortunately, LAHC would likely not be able to take 
advantage of this benefit as a tax-exempt entity. 

• LAHC campus only has one meter. LAHC pays their electricity bill to the 
utility company, but there is currently no way to measure actual energy 
consumption of the various campus buildings. Additionally, now that a 
portion of the campus’s electricity needs are being met through on-site solar 
generation, total consumption is even less clear as the electricity used from the 
solar arrays is not reflected on utility bills, nor tracked elsewhere. In 
particular, unused or excess generation that flows onto the grid is not 
measured nor credited. In the future, however, LAHC does plan to install a 
Building Automation System (BAS) to meter each building’s energy usage. 

4.3 Los Angeles Department of Water & Power  
The Los Angeles Department of Water & Power (LADWP) is the largest municipal 
utility in the United States, serving over four million residents in Los Angeles and 
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surrounding communities. LADWP provides electricity for 1.4 million customers 

(LADWP website, n.d.), including Los Angeles Harbor College, our project case 
study. 

LADWP has historically relied upon coal for base load generation. Currently, 39% of 
the energy delivered to LADWP customers is generated from two coal-fired 
generating stations: the Intermountain Power Project (IPP), located in Utah, and the 
Navajo Generating Station (NGS), located in Arizona. Although these coal-fired 
stations provide dependable, low cost base load generation to Los Angeles, they also 
emit about twice as much carbon dioxide (CO2) as energy generated with natural gas 
(LADWP, 2011). Accordingly, LADWP’s 2011 Power Integrated Resource Plan 
(IRP) focuses on early coal divestiture options as a means to comply with AB 32 and 
lower LADWP’s carbon emission levels. 

LADWP’s current power mix consists of coal (39%), natural gas (22%), renewables 
(20%), nuclear (11%), large hydro (3%), and generic purchases/other (5%) (LADWP, 
2011). 

LADWP Institutional Issues  

LAHC’s situation is complicated further by the following institutional issues with 
LADWP: 

• For generation installations over 1 MW, LADWP requires a “Vista” switch 
that allows the utility to shut down an end-users generation system during 
periods of grid-congestion. These shutdowns have resulted in several 
“brownouts”4 at LAHC.  

• Net-metering or energy credit benefits do not apply to LADWP customers 
with generation over one MW. 

• The utility appears inexperienced at handling customer with such large 
renewable on-site generating power. LADWP will soon be switching LAHC 
from their current sub-transmission service rate schedule (A3-A) to a 
customer generation sub-transmission service schedule (CG3-A), but the 
primary account representative for LAHC at the utility does not know what 
the impact will be (See section 6.3 for a more in-depth discussion of 
LADWP’s electric rate schedules and billing rate structure). 

                                                

4 A brownout is an intentional drop in voltage in an electrical power supply system used for load 
reduction in an emergency. The reduction lasts for minutes or hours, as opposed to short-term voltage 
sag or dip (Blume, 2007). 
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• It is difficult to determine precise rates paid by LAHC per kilowatt-hour 
(kWh) during high peak, low peak, and base time periods due to complex 
billing rate structure. 

Electricity Billing Rates 

LADWP’s rate structure for LAHC is very complex. Actual rates paid per kilowatt-
hour (kWh) of electricity drawn from the grid vary widely depending on month (high 
season or low season) and time of day (high peak, low peak, or base rate period). 
LADWP defines these rate periods as follows:  

 
Figure 4.2 - LADWP rate periods applicable to LAHC.  (Source: LADWP website)  

 

LAHC’s current electric rate schedule is A-3, Rate A (effective July 1, 2009) and can 
be accessed through the LADWP website. The overall rate per kWh, however, is a 
composite of many billing components, including:  

• Service Fee (fixed) 
• Facilities Charge (per kW) – Based on Billing kW Demand5 
• Demand Charge (per kW) – Rates vary by high/low season and by high 

peak/low peak/base rate periods; Applied to Actual kW Demand during each 
rate period 

• Energy Charge (per kWh)– Rates vary by high/low season and by high 
peak/low peak/base rate periods; Applied to Actual kWh usage during each 
rate period 

                                                
5 Billing kW Demand is determined by the highest actual power (kW) demand realized in any 15-
minute interval during the last 12 months. 

High Season: Jun – Sept

Low Season: Oct – May

HIGH PEAK PERIOD: 1:00 PM TO 4:59 PM – WEEKDAYS

        (20 HRS/WEEK)

LOW-PEAK PERIOD: 10:00 AM TO 12:59 PM AND

        5:00 PM TO 7:59 PM - WEEKDAYS (30 HRS/WEEK)

BASE PERIOD: 8:00 PM TO 9:59 AM - WEEKDAYS AND

        ALL DAY SATURDAY AND SUNDAY (118 HRS/WEEK)
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• Energy Cost Adjustment factor (per kWh) – Applied to total kWh usage 
• Electric Subsidy Adjustment factor (per kW) – Based on Billing kW Demand 
• Reliability Cost Adjustment factor (per kW) – Based on Billing kW Demand 
• Reactive Energy Charge (per kvarh per power factor level) – Rates vary by 

high/low season and by high peak/low peak/base rate periods; Rate 
determined by power factor level and applied to actual KVARH total during 
each rate period. 

The highest actual kW demand sets the Billing kW Demand for the subsequent year. 
For example, the Billing kW Demand for most of 2011 was 1609.9 kW. This was due 
to the fact that the highest actual kW demand in 2010 was 1609.9 kW, realized in July 
during high peak period.  

As of January 2012, LAHC’s Billing kW Demand has been lowered to 1523.5 kW. 
This is due to the fact that the highest actual kW demand in 2011 was 1523.5 kW, 
realized in August during the low-peak rate period. If LAHC exceeds 1523.5 KW of 
power demand at any time during the year, then the 2012 Billing KW Demand will 
increase to that new higher value. 

The below calculations, using LAHC’s current rate schedule, illustrate how the 
Billing kW Demand affects the monthly electricity bill:  

 
Figure 4.3 - Sample billing demand calculation 

The monthly energy charges and service fee are then added to the billing demand cost 
in order to determine the total monthly electricity bill.  There is also a trivial amount 
of State Energy Tax (~$100-$150) included in the bill, although it is unclear how the 
tax is calculated. 

It is also important to note that LAHC’s electricity rates – which are currently for 
sub-transmission service under rate schedule A-3, Rate A – are subject to change. 
According to the school district’s primary account representative at LADWP, Harbor 
college will soon be moved to a co-generation sub-transmission service, under 

Billing Demand calculation example:

2011 Billing Demand (KW) 1,609.9        
2012 Current Billing Demand (KW) 1,523.5        

Rate components dependent on Billing Demand Rate per KW
Monthly cost @ 

1609.9 KW
Monthly cost @ 

1523.5 KW
Facilities Charge 4.00$           6,439.60$       6,094.00$       
Electric Subsidy Adjustment (ESA) factor 0.46$           740.55$          700.81$          
Reliability Cost Adjustment (RCA) factor 0.96$           1,545.50$       1,462.56$       

Total monthly cost due solely to Billing Demand: 8,725.66$       8,257.37$       
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schedule CG-3, Rate A. The LADWP representative was unsure what the cost 
implications of the schedule switch will be.  

Our analysis of the two rate schedules (A-3 vs. CG-3) show that primary differences 
are: 

• Monthly service fee of $75 (A-3) increases to $150 (CG-3) 
• Demand charge per kW during high season, high-peak period decreases from 

$9.00 per kW (A-3) to $5.50 per kW (CG-3). Demand charges during low 
season and other rate periods remain the same. 

• A new charge, Backup Capacity Charge - per kWh of Backup Energy, is 
added to the CG-3 schedule. Rates for high season are currently ~$0.13 (high-
peak) and $0.03 (low-peak) per kWh. There appears to be no backup capacity 
charge for base periods and low season. 

• A new credit, Energy Credit per kWh, is added to the CG-3 schedule. The 
energy credit rate varies but is currently about $0.03 per kWh during high-
peak and low-peak periods, and about $0.02 per kWh during base periods.  

In theory, the last bullet means that LAHC could begin getting paid up to $0.03 per 
kWh for energy sold back to the grid. However, California net metering laws only 
require LADWP to pay net metering credits to customers that generate under 1 MW. 
Since LAHC exceeds the 1 MW generation threshold, it can be assumed that the 
energy credits in schedule CG-3 will not apply. 
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5 Methods 
In light of the problems outlined previously, we have identified the following steps 
necessary to evaluate the potential benefits of an energy storage system for Los 
Angeles Harbor College.    

• Quantify and project excess energy generation from LAHC’s existing solar array. 
• Determine what, if any, is the optimal energy storage system and capacity.  
• Identify economic scenarios under which energy storage becomes most attractive. 
• Analyze results and develop recommendations for LAHC. 

5.1 Data Collection & Analysis 
Before implementing the RESET tool, it was necessary to generate hourly generation 
and demand profiles for an entire year at LAHC. Our data for these profiles came 
from the following two online sources: 

1) Generation:   Chevron’s Utility Vision website  
2) Demand:  Energy Load Manager (ELM)  

Solar Generation at LAHC 

Chevron’s Utility Vision website provides near real-time solar generation data in both 
power (kW) and energy (kWh) from the two largest solar arrays at LAHC. Generation 
data from these arrays is recorded and posted at one-hour intervals.  Utility vision 
also records solar insolation and the temperature at the insolation sensor.  Generation 
data is recorded at four separate inverters and then aggregated into a total generation 
figure. Inverters two and four are tied to the 1151 kW system atop carport lots six & 
seven. This system came online in August 2010.  Inverters one and three are tied to 
the 964 kW system atop carport eight, which came online on July 16, 2011. The 
generation output of inverter two is roughly equivalent to the output of inverter four, 
as the same number of panels feed each inverter. Likewise the generation of inverter 
one is roughly equivalent to the generation of inverter three. Utility Vision does not 
record insolation or generation data from the 250 kW array atop the west parking 
structure (which came online in September 2011).  
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Figure 5.1 - Screenshot from Utility Vision website 

 

 

System Online Size Percentage of 
Aggregate Solar 
Generation 

Ratio to Other 
Solar 
Generation 
System 

Carport Lots 6 & 7 
(Inverters 2 & 4) 

8/1/10 1151 kW DC 0.544 1.19 

 

Carport Lot 8 

(Inverters 1 & 3) 

7/15/11 964 kW DC 0.456 0.837 

Table 5.1 -LAHC Solar PV systems that are measured by Utility Vision  
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Figure 5.2 - Lot 6 – Online August 2010 (Source: LACCD website ) 

 
Figure 5.3 - Lot 8 – Online July 2011  (Source:LACCD website ) 

Using raw data from Utility Vision, our group aggregated hourly energy generation 
(kWh) figures for every day of the year. Unfortunately, since LAHC’s complete solar 
array has only been online from July 15, 2011, we did not have a complete generation 
profile for the entire year. Furthermore, we identified several data gaps, ranging from 
days of missing data to months of missing data. We addressed data gaps with the 
following assumptions and resolutions: 

Data Gap Date Resolution / Assumption 

Only Lot 6 & 7 Arrays  
(inverters 2 & 4) are online 
and producing generation 
data 

4/15/11 – 7/16/11 Created generation data at inverters 1 
& 3 (Lot 8) based on ratio of the 
power rating of Lots 6 & 7 array to 
Lot 8 array 
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No generation data  1/1/11 – 1/31/11 Applied generation data from January 
2012 to January 2011 

No generation data 

 

2/1/11 – 4/14/11 Developed a linear regression from 
energy generation (kWh) data and 
solar insolation (W/m2) data during 
time periods of full generation 
capacity. This regression had an R-
squared value of 0.9522 and was 
consistent with operational 
specifications of the solar panels. We 
applied our regression equation to 
measured solar insolation data from 
2/1/11 to 4/14/11 to produce a 
generation profile for that time period. 

Inverter 3 down 10/19/11 – 10/24/11 Equated inverter 3 generation to 
inverter 1 generation 

Inverters 1-4 down. 
(Generation system taken 
offline at LADWP request)  

12/12/11 – 12/15/11 Applied insolation regression equation 

Inverter 1 down 12/15/11-12/28/11 Equated inverter 1 generation to 
inverter 3 generation 

Table 5.2 - Data gaps and resolutions/assumptions  

 

A linear regression was used to create generation values in kWh from the recorded 
solar insolation data. Generation (kWh) is calculated from insolation with the 
following equation: 

Generation kWh = insolation (W/m2) * area of panels (m2) * rated efficiency * 
duration of exposure (h) 

During the mid-day hours of peak sunlight when insolation was greater than 50 W/ 
m2, the linear regression below was used:   

Generation (kWh) = insolation (W/m2) *1.722 

This equation gave an R-squared value of 0.9522 when we applied the regression to 
the four months of data for which we had both insolation and generation from all 
inverters.  However, during the early and waning lit hours of low insolation, there 
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was far more noise and scatter in the data set. This scatter led to a far less robust 
regression. At levels of insolation < 50 W/ m2, the following regression gave an R-
squared value of only .467.   

Generation (kWh) = insolation (W/m2) *0.9798 

This R-squared value indicates that our regression does not fit the majority of the low 
insolation data set. The regression during these hours was inaccurate due to several 
factors including: a lower angle of incidence, fog cover, and shorter duration of 
sunlight. For levels of insolation < 5 W/m2, generation was set to zero.  

After filling in the data gaps in LAHC’s annual generation profile, the generation 
profile was scaled to project the anticipated generation when all of LAHC’s planned 
solar arrays come online. The scaling factor for the generation profile was generated 
from the following table. 

   Array kW DC kW AC 

Annual 
Generation 
kWh 

Currently 
Online and 
Measured 

Carport Lot 8 964 743  1,039,709  

Carport Lots 6 & 7 1151 886  1,240,994  

*Online 
but not 
measured 
on Utility 
Vision 

West Parking 
Structure 250 192 268,422 

  
TOTAL SOLAR 
ONLINE 2365 1821  2,549,125  

Planned  

Health Services 
Building 89 68  95,726  

Library 51 39  54,978  

Science Complex 
Building 193 149  208,054  

Student Union 
Building 185 143  199,861  
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   Array kW DC kW AC 

Annual 
Generation 
kWh 

  

TOTAL SOLAR 
INCLUDING 
PLANNED 
SYSTEMS  2,882   2,220   3,107,744  

Table 5.3 -Current and planned solar arrays for LAHC, including projected annual generation 

The ratio to total planned solar systems to the solar system currently online was 1.36. 
Thus, a scaling factor of 1.36 was used to project the future generation profile with all 
solar arrays online.  

LAHC Electricity Demand 

LAHC satisfies its electricity demand both with both purchased energy from LADWP 
and on-site solar PV generation. Data on purchased electricity is available in 15-
minute intervals beginning on January 1, 2004 to the present. Energy data for LAHC 
was downloaded from LADWP’s Energy Load Monitoring (ELM) website. Since the 
time period for the analysis spans January 1, 2004 00:00 to December 31, 2011 23:45, 
the raw data consisted of 280,512 15-minute intervals.  

The data was processed using Matlab™ and was checked for missing values. If a data 
point was missing, it was assumed to be a linear interpolation between two 
neighboring points. Once the missing values were handled, the data was further 
checked to ensure all data points were sequential. Several three-hour periods in each 
year were found to repeat in the downloaded data. All repeating values were 
removed. The data was then checked again to ensure a continuous, sequential data 
series. The 280,512 15-minute data was then aggregated into 70,128 hourly energy 
bins to calculate the hourly energy purchased by LAHC. The aggregated hourly data 
were processed to into yearly matrices and then examined visually.  
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Figure 5.4 - LAHC’s Temporal daily and hourly demand for 2004, 2008, 2010, & 2011 (in kWh) 

As shown in the figures above, the energy LAHC purchased from LADWP has been 
steadily increasing since 2004 (see Appendix for full charts).  A large spike occurred 
in the data in 2008. This spike coincided with construction activities that began at 
LAHC. The energy demand for LAHC decreased suddenly in August 2010. This 
corresponds to when the first solar array went on-line. A large decrease in energy 
demand continued into 2011, especially after April 2011 when the second solar array 
at LAHC went on-line.  

Weekday and weekend temporal patterns are visible as oscillating peaks and valleys, 
indicating that further processing of the data into weekday and weekend panels is 
required.  The aggregated values were used to calculate average hourly values for all 
years and months. The figures below illustrate the weekday and weekend demand 
profiles for 2011 (see Appendix for years 2004–2010) 
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Figure 5.5 -  Weekday average hour of day energy demand for 2011 

 

 
Figure 5.6 -Weekend average hour of day energy demand for 2011 
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The first pattern that emerges is that weekend energy demand is more erratic than 
weekday demand. The weekday maximum is approximately 40% higher than the 
weekend maximum. The solar array coming on-line significantly reduced the erratic 
energy demand on the weekend. Typically the highest demand occurs between June 
through August, and the lowest demand occurs from January through March. Prior to 
the solar array coming on-line, the largest demand was always near mid-day. Since 
the solar array coming online, the peak demand now occurs in the evening at 
approximately 8:00 PM.  

Averaging each hour across all months reveals a continual increase in energy demand 
for both the weekday and weekends at LAHC (see Figures 5.7 and 5.8) impact on the 
first solar array coming on-line in August 2010 reduced the demand and shifted the 
peak towards 8:00 PM. The effect in 2011 is more pronounced than 2010 for two 
reasons. First, solar generated energy occurs throughout the entire year, and secondly, 
an additional solar array came on-line, reducing LAHC’s demand even further.  

There are three distinct energy demand periods. The first is 2004 – 2007. During this 
time, very little construction activity occurred on campus. The increase in energy 
demand is hypothesized to increase due to three factors: (1) building area; (2) student 
population; and (3) building efficiency. The second discernable energy demand 
period is 2008 – 2009. During this time, intense construction activities began on 
campus, and as a result, the energy demand increased significantly. The third and 
final demand period is 2010 – 2011. During this period, construction activities were 

still 
occurring, 
but the 
two solar 
arrays also 
came on-
line.  
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Figure 5.7 - Average hourly weekday energy demand for 2004 - 2011 

 
Figure 5.8 - Average hourly weekend hourly energy demand for 2004 - 2011 

 

Electricity demand data for years prior to the solar PV array coming online are clear, 
as all of the electricity used came from the utility.  However, electricity demand 
became uncertain once LAHC’s solar PV came online in April 2011.  The added 
generation altered the calculated electricity demand from the utility, LADWP. Since 
the amount of solar-generated electricity consumed by the campus (nor the excess 
electricity sent to the grid) is not tracked, it was necessary to estimate actual demand 
for 2011.  In order to approximate 2011 demand, we performed linear regression 
analysis for the years 2004-2010 (for which we have good demand data obtained 
from LADWP’s Energy Load Monitoring website) based on annual electricity 
consumption and building square footage.  We regressed square footage on annual 
electricity demand since this provided a higher confidence level than using other 
variables, such as student population growth.  Calculations showed that every 1 
square foot added would increase electricity demand by about 13 kWh annually (see 
regression results below).  The regression equation was then used to estimate 2011 
annual electricity demand based on square footage. 
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Table 5.4 -Multiple regression analysis results (Square footage & student population to Electricity Demand) 

 
Table 5.5 -Linear regression analysis results used (Square footage to Electricity Demand) 

 

 

Using this regression equation, we scaled the preconstruction average hourly demand 
profile to predict current electricity demand at LAHC.  

5.1.1.1 Future Electricity Demand 

LAHC’s future electricity demand is highly uncertain.  New buildings that come 
online may be more energy efficient that others or the installation of demand response 
programs may decrease energy demands.  Due to this uncertainty, we analyzed 
different future electricity demand scenarios to assess how this affects the final 
analysis of an optimal energy storage technology for LAHC.  Therefore, we have 
included in RESET an input field for annual demand growth rate that the user can 
adjust according to their expected electricity demand.    
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5.2 Electricity Rate Derivation  
In order to calculate potential electricity cost-savings, we first had to derive average 
electricity rates paid by LAHC during each of the following rate periods: 

1) High season – High peak period 
2) High season – Low peak period 
3) High season – Base period 
4) Low season – High peak period 
5) Low season – Low peak period 
6) Low season – Base period 

To aid in accomplishing this, we obtained a “Billing Charges Report” that contained 
monthly billing charges and usage data for last year (1/13/2011 – 1/12/2012) from 
LADWP’s Energy Load Monitoring (ELM) website. This report was chosen because 
it split the billing data into the various cost components (demand charges, energy 
charges, service fee, etc.), and also provided usage data for each rate period. Using 
this report in conjunction with LAHC’s current rate schedule6, we were then able to 
systematically allocate total monthly costs among the six rate periods.   

First, months were aggregated into either high season (June–Sept.) or low season 
(Oct– May). Next, monthly energy charges per kWh in each rate period were directly 
calculated based on the energy usage that occurred in each period. Fixed and power 
demand charges were then allocated proportionately across each kWh in each rate 
period. For example, during low season months, 69% of all the energy consumed 
occurred during base period, 11% occurred during high peak period, and 20% 
occurred during low peak period. Therefore, fixed monthly charges – such as the 
service fee, facilities charge, and other charges based on KW demand – were 
allocated 69% to base kWhs, 11% to high peak kWhs, and 20% to low peak kWhs, 
during low season months. (During high season months, the allocation factors came 
out to: 82% base, 3% high peak, and 16% low peak.) 

Once all costs were allocated, the resulting 2011 average electricity rates paid by 
LAHC for each rate period were: 

                                                
6 Note: Our derivation of the average rates for each rate period is based on current rate schedule A-3 
(rates effective July 1, 2009), since this is the only rate schedule under which LAHC’s billing 
information was available. 
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Table 5.6 - Average electricity rates for LAHC 

 

5.3 Electricity rate growth projections 
A critical component of analyzing financial savings in RESET was to incorporate the 
variable costs of electricity through time.  Average retail electricity prices across the 
nation have been increasing significantly since the 1970s, with the average U.S. retail 
price increasing more than 85% over the past 25 years (EIA, 2009).  In California, 
power prices rose sharply after an electricity crisis in 2001 and have been rising 
steadily since then. 

 
Figure 5.9 - California electricity rates 1970-2000  (Source: CPUC website, 2012) 

Considering this upward trend, our financial analysis includes increasing projected 
costs of electricity.   A report in 2007 by the California Energy Commission 
presented rate forecasts for the major utility providers in California (Marks, 
2007).  The report specified that rates for LADWP are expected to rise at a nominal 
rate of 2.8% annually.  This projection was used in the base-case scenario in order to 
incorporate increasing electricity rates and thus more realistic financial savings into 
our model.   

High Peak Low Peak Base
High Season 0.94$         0.21$        0.11$        
Low Season 0.23$         0.12$        0.10$       
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5.4 Selection of Energy Storage Technologies 
The literature review of storage technologies in Section 6 served as guidance on what 
to include or not include for the purposes of our LAHC analysis. 

 

Table 5.7 - Summary of application feasibility for energy storage technologies researched 

Storage Technology Power application Energy application Duration 
of 
discharge 

Flooded lead-acid 
Batteries 

Capable & 
Reasonable 

Feasible 1-8 hours 

Valve regulated lead-
acid batteries 

Capable & 
Reasonable 

Feasible 1-8 hours 

Vanadium Redox 
Batteries 

Reasonable Capable & 
Reasonable 

1-8 hours 

Zinc Bromine Batteries Reasonable Capable & 
Reasonable 

1-8 hours 

Nickel Cadmium 
Batteries 

Capable & 
Reasonable 

Reasonable 1-8 hours 

Sodium Sulfur Batteries Capable & 
Reasonable 

Capable & 
Reasonable 

7-10 hours 

Li-ion batteries Capable & 
Reasonable 

Feasible 1-8 hours 

Nickel Metal Hydride 
Batteries 

Unsure Unsure Unsure 

VRLA batteries with 
carbon-enhanced 
electrodes 

Capable & 
Reasonable 

Feasible 1-8 hours 

Flywheels Capable & 
Reasonable 

Feasible Mins - 1 
hr 

SMES Capable & 
Reasonable 

Not Capable 10 
seconds 

Capacitors Capable & 
Reasonable 

Not Capable 10 
seconds 

Pumped Hydropower Not Capable Capable & 
Reasonable 

~12 hours 

Compressed Air Storage Not Capable Capable & 
Reasonable 

4-24 hours 
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The following criteria were applied to select the energy storage technologies:  

• Duration and frequency of discharge: In order to serve LAHC’s goal of 
time-shifting between peak generation and peak demand, storage systems had 
to be able to store energy for several hours. They also need to be able to 
charge and discharge frequently since LAHC will be looking to time-shift 
almost every day. Due to the fact that flywheels, SMES, and capacitors are 
only able to store energy for seconds to minutes, they were removed from our 
analysis.  

• Function: Some storage technologies are better suited for energy 
management applications (such as decoupling the timing of generation and 
use) and some are better suited for power management applications (such as 
ensuring power quality). This project targets systems suited for energy 
management. Therefore, flywheels and capacitors are not suitable for 
functionality either, because they are better suited for power management 
applications. Also, thermal energy storage technologies were removed 
because they are not suitable for our intended application. Preliminary 
research on thermal storage revealed that, although possible, thermal storage 
is not an ideal candidate for pairing with solar PV, as it is better paired with 
solar thermal technologies or those with nighttime generation, such as wind. 

• Maturity: While there are many promising battery technologies, several 
battery types have not yet reached demonstration level. Since they have not 
been proven on a commercial-scale, polysulfide bromide batteries, hydrogen 
bromine batteries, and Zebra batteries were not included.  

• Practicality: Pumped hydro is the most established form of energy storage, 
but this is not practical for LAHC because special site requirements are 
needed. Compressed air storage is also not practical because of its special site 
requirements, so both of these were removed from our analysis.  Hydrogen 
fuel cells were also removed for safety concerns.  

• Availability of Information: We were unable to find any reliable cost 
information for Zebra batteries and Nickel-Metal Hydride batteries, so these 
technologies were not considered for LAHC.   
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6 Results  
Results were derived from running multiple economic scenarios.  Modified inputs fall 
under several unique economic scenario types to answer “what if” questions. For 
example: What would happen if annual electricity prices grew at 15% a year instead 
of 2.8%?  By modifying the inputs, it is possible to determine how a scenario would 
affect the optimal capacity and NPV of an energy storage technology.  Analyses were 
performed for the following scenario types:  

• Base-case 
• Pricing 
• Technology 
• Solar generation 
• Demand growth rate 
• Regulatory Policy 

Each scenario is described below. The descriptions explicitly state assumptions and 
model inputs used. The results are also described and discussed.  

For each scenario, the following were calculated: 

• Optimal capacity: Determined optimal storage capacity for each technology 
that maximizes NPV under the scenario assumptions 

• Predetermined capacity: Calculated NPVs for a predetermined storage 
capacity (e.g. 500 kWh) to compare technologies 

6.1 Base-Case Scenario 
The base-case scenario uses inputs that were gathered from actual LAHC data as well 
as conservative and/or realistic input estimates found in literature.   

Assumptions 

Under the base-case scenario for LAHC, the following inputs were used: 

• LAHC’s current estimated electricity demand profile, held constant over time 
(i.e. annual demand growth rate  = 0%) 

• LAHC’s current solar PV generation profile – based on our analysis of 2011 
insolation and generation data available from Chevron’s UtilityVision® 
website; 

• Current (2011) electricity prices paid during each rate period by LAHC, a 
2.8% annual electricity price growth rate (based on CPUC projections), and 
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no energy credits for excess electricity returned to the grid (as energy credits 
currently do not apply to LADWP customers with over 1MW of generation); 

• Current energy storage cost estimates for each technology  – calculated based 
on data available in the 2011 Sandia National Laboratory (SNL) Report 
entitled, “Energy storage systems cost update” (Schoenung, 2011); 

• An assumed 10% discount rate for present-value calculations, since this rate 
is also assumed by the 2011 SNL and other DOE reports (Schoenung, 2011); 
and 

• No price for carbon dioxide emissions (Carbon price = $0). 

Lastly, based on a temporal analysis of LAHC’s demand and generation profiles, 
energy storage operating conditions were chosen to allow time-shifting of excess 
generation. Given that solar PV generation is greatest mid-day (10AM – 3PM, on 
average), and LAHC’s current electricity demand from the grid is greatest on 
weekday evenings (5PM – 9PM), the following operating parameters were used for 
all scenarios: 

• Duration of storage: 4 – 8 hours (so that the energy can be stored between 
mid-day to the evenings) 

• Storage operating hours per day: 4 hours (the discharge time over which 
storage energy is utilized) 

• Storage operating days: Weekdays only 

Modifications 

• Modified “weekdays only” operating assumption to view results of utilizing 
storage everyday. 

Results 

• Base-case optimization: Under the base-case assumptions described above, 
the resulting optimal storage capacity was 0 kWh. This result indicates that 
any investment in energy storage under those assumptions will have a 10-year 
net present value (NPV) that is negative. In other words, the 10-year present 
value costs of any of the storage technology options outweigh the projected 
10-year present value electricity cost savings. 

• Base-case predetermined capacity: Despite the negative NPV results, the 
various technologies were compared by assuming storage capacities of 250 
kWh and 500 kWh. The resulting 10-year NPVs for each battery technology 
were as follows:  
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Table 6.1 -Comparison of 10-year NPVs of battery energy storage technologies. Note, parenthesis indicate 
negative values. 

As shown in the table above, the most attractive (i.e. least negative) storage 
investment based solely on NPV is flooded cell lead-acid batteries, followed by valve 
regulated lead-acid batteries and zinc-bromine flow batteries. Since storage upfront 
capital costs increase with capacity, it is not surprising that the net-negative 
investments become even less attractive for all technologies as capacity is increased 
from 250 kWh to 500 kWh.  

It is also shown that, for the selected capacities, operating the storage device on both 
weekday and weekend days would increase the NPV of the investment for most 
battery types (e.g., NPV becomes 4–15% less negative, depending on the 
technology), but not for all. Although electricity savings are greater when storage is 
also employed on the weekends, increasing the number of operating days also affects 
variable operating and maintenance (O&M) costs and expedites replacement costs.  
Therefore, the NPV actually decreases (i.e. becomes more negative) for sodium sulfur 
and lithium-ion battery technologies due to their relatively high variable O&M costs.  

Discussion 

In addition to NPV results for each technology considered, RESET also provides the 
user with more detailed information, such as the 10-year projected cash flows by 
year, for the most attractive storage investment.   

Since flooded cell lead-acid batteries are the most attractive (least negative) storage 
investment under the base-case assumptions for LAHC, a predetermined capacity of 
500 kWh was chosen to illustrate the potential economic costs and benefits of 
investing in a flooded cell lead-acid battery system, over a period of 10 years (see 
Figures below.) All base-case assumptions were held, except in this case weekend 
storage operation, was also included in order to reflect the total savings potential 
under this scenario. 
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Figure 6.1 - Ten-year projected cash flows for an investment in a 500 kWh capacity flooded cell lead-acid 
battery storage system at Los Angeles Harbor College. Negative values represent a cash outlay, whereas 
positive values represent financial savings or benefits. All values are discounted to present value (discount 
rate = 10%). 

 
Figure 6.2 -Cumulative 10-year electricity savings (in KWh) and GHG savings (in metric tons CO2e) 

RESET also generates comparative results among storage technologies. For example, 
Figures 6.1 and 6.2 indicate the total 10-year present-value lifetime costs and relative 
energy densitites plotted for each battery technology, respectively. Figure 6.3 shows 
the total expected 10-year lifetime costs for each battery technology, assuming each 
has a 500 kWh capacity. The relative energy densities of each technology are also 
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displayed by the size of the bubbles, with larger bubbles corresponding to higher 
energy densities. 

 
Figure 6.3 -Comparative analysis provided by RESET: Total 10-year present-value lifetime costs and 
relative energy densities are plotted for each battery technology. Larger bubbles correspond to higher 
energy densities. 

 

6.2 Pricing Scenario 
The pricing scenario analysis examined modified discount rates, electricity credits 
from the utilities, a price on carbon, and electricity rates.  

Modifications and Assumptions  

• Discount rate: The base-case includes a discount rate of 10%. In this price 
modification scenario, the discount rate was lowered to 2% to place greater 
emphasis on future benefits and costs. A high discount rate of 55% was also 
examined, as there is extensive literature on the use of high discount rates 
(>50%) for technology adoption, based on the argument that newly 
implemented technologies, such as energy-efficiency investments, are 
generally illiquid, financially risky, and have long payback periods (Anderson 
& Newell, 2004; Rivers & Jaccard, 2006; Sutherland, 1991). This argument 
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also currently applies to investment in energy storage technologies. Lastly, a 
scenario eliminating discounting was conducted for contrast.    

• Electricity credits: One way to incentivize renewable energy projects is to 
offer credits for any kilowatts a generator feeds back to the grid. However, 
LAHC does not qualify for these credits.  Electricity credits were modified to 
show what would happen if LAHC did receive this financial incentive. To be 
realistic, we used typical electricity credit rates given by LADWP. Typical 
rates were 3 cents per kWh for both high and low peak hours and 1.6 cents 
during base hours.  

• Price on carbon: Low and high projections for the price of carbon were run, 
as California will be placing a price on carbon emissions through the soon to 
be implemented cap-and-trade scheme under Assembly Bill 32 (AB 32), 
California’s Global Warming Solutions Act of 2006.  The prices used were 
$15/ton and $80/ton (Johnston et al., 2011).  

• Electricity rates: A report by the California Energy Commission forecasted 
that the price of electricity for LADWP will grow annually at 2.8%.  This 
report was written before the AB 32 Scoping Plan was released, which 
describes implementation measures for the bill.  AB 32 will implement a cap-
and-trade system to reduce greenhouse gas emissions (GHG) from stationary 
sources such as power plants and utilities. LADWP may pass on costs 
associated with cap-and-trade to consumers. With AB 32 and other 
uncertainties in electricity supply and demand, this analysis examined an 
extreme rate increase projection of 10%.  

• Electricity rates, price on carbon, electricity credits and discount rate: A 
combination of the three aforementioned scenarios were used to examine the 
effects of multiple pricing changes.  Low and high estimates for each variable, 
as detailed above, were analyzed.  No electricity credits were input for the low 
estimate scenario.   

• Electricity rates, price on carbon, and discount rate: Low and high 
estimates, as described above, for all of the variables were analyzed.   

• Electricity rates, price on carbon: High and low estimates only for these 
variables ($80 per ton on CO2e and 28% annual electricity rate growth) were 
analyzed.   

Results (See the Appendix for tables depicting the results.) 

• Discount rate: Lowering the discount rate to 2% yielded no positive NPVs 
for storage technologies.  At a predetermined capacity of 500 kWh, NPV 
decreased by about $45,000, but was still negative.  Eliminating a discount 
rate altogether decreased the NPV even further, because even though future 
savings are worth more without discounting, future costs are higher as 
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well.  A discount rate of 55% yielded the least negative NPVs for the energy 
storage technologies.   

• Electricity credits: Adding electricity credits made the NPV for all 
technologies less attractive. This shows that if LAHC were able to sell excess 
electricity to the grid, the case for investing in energy storage would be 
weakened.  

• Price on Carbon: Adding a price on carbon emissions did increase the total 
savings that could be captured by using energy storage (due to avoided 
electricity from fossil fuels purchased from the grid).  

• Electricity Rates: Modifying the base-case annual electricity price growth 
rate increase from 2.8 to 10% generated no positive NPVs.   

• Electricity rates, price on carbon, electricity credits and discount rate: 
Low and high estimates both generated negative NPVs.   

• Electricity rates, price on carbon, and discount rate: Low and high 
estimates both generated negative NPVs. 

• Electricity rates, price on carbon: This generated no positive NPVs.  

Discussion  

Varying the inputs related to price at realistic low and realistic high estimates will not 
produce any positive NPVs.   

6.3 Technology Scenarios 
The technology scenario analysis examined the effects of modifying the storage 
technology parameters on NPV.  

Modifications and Assumptions 

• Technology efficiencies: The round-trip efficiencies of each storage 
technology were increased to view the impact on results. 

• Storage capital costs: The capacity costs of the technologies were modified 
to reflect their 10 year projected values. The projected costs were compiled by 
Sandia National Laboratories from the results of a literature review and 
through discussions with technology experts and industry leaders (Hanley et 
al., 2008).	   Power conversion system costs are included in these projected 
figures.    

The projected 10-year costs are based on 2008 cost estimates.  However, current costs 
for some of these technologies have already reached the projected cost estimates as of 
2011.  Therefore, the 10-year percentage change reflected in Table 6.2 below were 
used to reduce storage technology costs in our analysis.   



102 

 

  

Technologies 2008 Costs ($/kWh)  10 year projected costs 
($/kWh) 

10 year % 
change 

Flooded cell lead acid 150 150 0 

Valve regulated lead 
acid (VRLA) 

200 200 0 

Nickel Cadmium 600 600 0 

Zinc Bromine 30 kW/45 kWh=$500/kWh 

2 MWh=$300/kWh 

250 -37.5 

Sodium Sulfur 450 350 -22.2 

Lithium Ion 1300 150 -88.5 

Vanadium Redox 20 kWh=$1,800/kWh; 

100 kWh =$600/kWh 

25 kWh=$1 ,200/kWh 

100 kWh =$500/kWh 

-16.7 

Table 6.2 -2008 and 10-year projected costs for technologies (Source: Hanley et al., 2008) 

• Total costs of technologies (Energy related costs, power related costs, 
fixed and variable O&M costs and replacement costs): The costs of storage 
technologies are projected to significantly decrease in the future because of 
increases in investment and in demand for energy storage technologies. The 
likely competitor for energy storage over the next decade, natural gas, is 
expected to experience an increase in price by 2020, thus leading to greater 
market opportunities for energy storage (Intrator et al., 2011). Scenarios of a 
50% and 75% decrease from the current costs of these technologies were 
explored. 

• Total costs and efficiency: The efficiency of storage technologies is 
projected to increase with developments in technology. The effect of 
combining an increase in efficiency with decrease in total costs was explored 
in this scenario. The total costs of technologies (energy related costs, power 
related costs, fixed and variable O&M costs and replacement costs) were each 
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decreased by 75% from a base-case scenario and the efficiency of all 
technologies was increased to 90%, and then 100%. 

• “Dream” technology scenario: Additionally, we created a “dream” 
technology to determine the capital costs at which an investment decision in 
energy storage would be neutral. In other words, what should the capital costs 
of a storage device be in order for NPV to be $0 when storage is employed? 
Attributes for the dream technology were assumed to be the same as the best 
attributes achieved by existing technologies. For example, a round-trip 
efficiency of 95% was used, since this is the current estimated efficiency of 
flywheels, capacitors, and superconducting magnetic energy storage (SMES). 
O&M costs are the same as those for VRLA batteries, and lifetime is same as 
that of pumped hydro and compressed air storage (CAES). Break-even 
energy-related and power-related costs were found through an iterative 
process to be $100/kWh and $100/kW, respectively. 

The following attributes were used for the dream technology:  

 
Table 6.3 -Dream technology attributes and costs 

Results (See the Appendix for tables depicting the results.) 

• 100% efficiency: Increasing all technologies efficiencies to an ideal 100%, 
while holding costs at their current levels, resulted in negative NPVs for all 
technologies. 

• 10 year projected costs: Replacing current costs of the technologies with the 
10-year projected costs still resulted in negative NPV’s for all technologies. 

• Reducing the capital costs of all technologies by 50%: This still resulted in 
a negative NPV for all technologies. 

• Reducing the capital costs of all technologies by 75%: This resulted in a 
positive NPV for two technologies, flooded cell lead acid batteries and VRLA 
batteries at optimal capacities of 358 kWh and 115 kWh, respectively. 

• Capital costs and efficiency: At 100% efficiency and 75% decrease in total 
costs lead acid, VRLA, and zinc bromine batteries were found to have positive 
NPV’s at optimal capacities of 1299 kWh, 1078 kWh, and 115 kWh, 
respectively. These capacities and resulting NPV values were much higher 
than those obtained with a cost reduction alone, demonstrating that efficiency 
improvements and cost reductions have a strong combined effect. Also, zinc 
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bromine batteries became economically attractive, whereas they were not 
under a cost reduction only scenario. 

• “Dream” Technology: The break-even energy-related and power-related 
capital costs of $100/kWh and $100/kW were found to create an NPV-neutral 
decision at a capacity of 419 kWh.  Further, the optimal capacity for LAHC at 
those capital costs was 115 kWh, with a resulting NPV of $1,914. 

Discussion 

Solely reducing the capacity cost of technologies over the next 10 years (assuming 
the projected costs reflected by Sandia National Laboratories) will not result in a 
positive NPV for the technologies. This could be potentially due to these 10-year 
projected costs still being high relative to the price of electricity. Also, along with 
capacity costs other parameters could potentially need to be changed in order to have 
a positive effect on NPV. Drastic reductions in costs are required to make even the 
least expensive technologies economically feasible. Increasing the efficiency of 
technologies has a significant (positive) effect on NPV. The NPV results obtained 
from solely decreasing the total costs of technologies by 75% were much lower than 
the results obtained from additionally increasing efficiency to 90% and 100%. 

If a “dream” technology that combines the best attributes of existing technologies 
were to be developed, and the capital costs of this technology were approximately 
$100/kWh and $100/kW (a 50-75% reduction in the costs of flooded-cell lead acid 
batteries), then this would be economically attractive for LAHC. Unfortunately, the 
development of such a technology does not seem reasonable in the near future. 

6.4 Solar Generation Scenario 
The solar generation scenario examined the impact additional generating capacity 
would have the economic feasibility of energy storage for LAHC.   

Modifications and Assumptions 

• Solar generation: The existing solar generating capacity of LAHC is 2,115 
kW and when all the proposed solar generating capacity comes on-line, the 
total generating capacity will be 2,882 kW. The existing solar generation data 
was scaled by a factor of 2882/2115 or 1.36. All other parameters/values were 
left the same as for the base-case scenario. 

Results (See the Appendix for a table depicting the results.) 

Increasing the solar generation by 36% did not have a positive impact on the NPV of 
the energy storage technologies examined for the optimal case.  Examining non-
optimal allocation of energy storage for LAHC resulted in all energy storage 
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technologies having negative NPV; the least negative was flooded cell lead-acid 
batteries.  

Discussion 

Increasing the renewable energy generation at LAHC so that more energy is available 
for storage did not change the results from the base-case scenario; the optimal energy 
storage capacity is still zero. The best utilization of the solar generation on campus is 
to use it as it is generated with no storage given the current pricing structure.   

6.5 Demand Growth Rate Scenario 
The demand growth rate scenario analyzed the effects of reduced annual energy 
demand on LAHC campus. Energy demand could be reduced due to several factors 
including: decreased enrollment, budgetary cuts and improvements in efficiency. 

Modifications and Assumptions 

• Energy demand: All inputs from the base-case were maintained with the 
exception of the energy demand factor, which was set to negative two percent 
(-2%) 

Results (See the Appendix for tables depicting the results.) 

Setting energy demand to decrease by 2% annually yielded no optimal energy storage 
system (optimal capacity for all storage systems was calculated to be zero). At a 
capacity of 500 kWh, no storage systems became economically attractive 
investments.   

Discussion 

Adjusting the energy demand by 2% did not appreciably improve the NPV of any of 
the storage technologies. 

6.6 Recommendations  
Based solely on NPV results, we do not recommend storage for LAHC at this point in 
time. However, if considered under a total cost analysis (TCA) framework, then a 
storage investment may appear more attractive. For example, LAHC may benefit in 
numerous ways from an investment in energy storage, despite the negative NPV 
implications that our analysis concluded.  

Potential non-market benefits of an energy storage system for LAHC include: 

• Vocational training for students  
• Reputation / model for others 
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• Environmental / Health 
• Risk aversion 

If funds become or are available for capital investments, LAHC could choose to 
purchase an energy storage system in order to reap both the projected operational 
savings and potential non-market benefits. 

Additionally, significant economic benefits associated with demand peak shaving are 
not captured in RESET’s costs savings calculations. Specifically, LAHC’s electric 
billing rate structure includes a monthly billing demand charge per kW, which is 
determined by the single highest power demand at any point in the year. While our 
analysis includes potential financial savings from reduced energy consumption with 
energy storage, it does not account for reductions in the billing demand charge that 
may arise due to lower instantaneous peak consumption. If LAHC was able to lower 
their billing rate demand, this would provide significant monthly savings on their 
utility bill.   

Financial savings from reducing peak power demand were not incorporated into our 
tool because on any given day, there is the possibility that a single anomalous peak 
power usage can set the billing demand rate for the subsequent year.  Therefore, there 
is no guarantee that energy storage alone will reduce billing demand.  However, if 
energy storage was implemented coupled with a demand-response management 
system (DRMS), then demand peaks could be better controlled.  This in turn would 
reduce billing demand and consequently electric utility bills.  A DRMS enables 
consumers of electricity to monitor real time energy consumption, allowing them to 
alter the timing, level of instantaneous demand, or total electricity consumption 
(Albadi & El-Saadany, 2007).  For example, customers may want to modify 
behaviors to curtail energy usage from high usage appliances or HVAC systems as 
demand is peaking.  Thus, regardless of whether or not that LAHC installs an 
electrical energy storage system, we recommend that LAHC should further 
investigate a DRMS to implement on their campus.   

Lastly, we recommend that LAHC install a two-way meter at their interconnection 
with the LADWP grid. This meter would accurately record excess generation being 
fed back to the grid and provide valuable input data for evaluating energy storage 
solutions. 

6.7 Limitations 
The results and recommendations mentioned previously should not be considered 
outside of the following limitations of the model input data: 
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Generation and Demand Profile Limitations 

The analysis in this report was conducted with the best generation and demand data 
available.  However, there were many gaps in the data that needed to be addressed.  
The data sets suffered from a number of deficiencies, including the significant 
limitation that the generation profile was created from less than a single year of 
observed data. Therefore, the results of the analysis should be considered with the 
understanding that the generation data is not averaged over several years and could be 
skewed due to an annual anomaly. 

Ideally, the generation profile input into the RESET tool would be an average of 
several years of data. One solution to the issue of data quality would be to conduct the 
same analysis in two years when there is three years of generation data to average. 

Alternatively, generation data could be input from a simulation model that creates an 
annual generation profile. One of the more sophisticated models is TRNSYS (A 
Transient System Simulation Program) based at University of Wisconsin (Borenstien, 
2008). The TRNSYS model uses the following inputs: average hourly meteorological 
data from NREL (including insolation, temperature, and cloud-cover), geographic 
coordinates, rated capacity, orientation and tilt angle of the solar array. From these 
inputs TRNSYS generates hourly generation profiles with significant day-to-day 
variation reflecting weather variation. TRNSYS was not used on the analysis 
presented here due to the expense of acquiring this modeling software. 

LAHC’s demand profile varied greatly over the past decade due to factors including 
major construction, efficiency improvements, on-site generation and changing 
enrollment.  A post-construction demand profile would have been the optimal input 
into a RESET run and to yield the most accurate model results. 

Cost Data Limitations 

The energy storage cost data incorporated into this report was assembled from the 
most recent report available, the Sandia National Laboratories Energy Storage 
Systems Cost Update from April 2011.  Despite these recent figures, costs of storage 
technologies are changing rapidly due to technological advancements, commodity 
prices, economies of scale, and government subsidies.  Consequently, the replacement 
costs for energy storage technologies will likely have changed significantly by the 
time of replacement. 

All subsequent analyses performed using RESET will require updates and 
adjustments to costs of energy storage technologies as the market continues to evolve.  
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PART III:  CONCLUSION  
A comprehensive literature review of mature and emerging energy storage 
technologies revealed that there are many feasible and reasonable energy storage 
options currently available.  

However, for many technologies, more research and testing is needed before 
deployment of utility or large-user scale applications. For our case study, which 
analyzed systems suitable for peak shaving, we identified seven battery types as 
possible solutions to LAHC’s problems: flooded lead-acid batteries, valve regulated 
lead-acid batteries, zinc-bromine batteries, vanadium redox batteries, lithium-ion 
batteries, nickel-cadmium batteries, and sodium-sulfur batteries.  

Based on our analysis of the advantages and disadvantages of the energy storage 
technologies reviewed, we believe that flow batteries are ideal candidates to be 
analyzed further within a total cost analysis (TCA) framework.  TCA attempts to 
capture cost items that are not covered by traditional cost accounting - such as hidden 
regulatory costs, liability costs, and image costs (Suh et al., 2005).  In doing so, TCA 
encompasses the full range of environmental-related costs and savings associated 
with an investment (White et al., 1992; EPA, 1995; Suh et al., 2005). Though flooded 
lead-acid batteries and valve regulated lead-acid batteries are the least expensive, 
flow batteries have a number of benefits that are not fully captured in our analysis. 
They have low environmental impacts, can be sized independently for energy and 
power, and are able to be fully charged and discharged without damage to the battery. 
This will save costs because oversizing of the system is not needed. More research is 
needed to examine the life-cycle costs of these batteries, and more demonstration 
projects are needed to test real-world applications. 

One of the main objectives for our case study was to evaluate the economic 
profitability of energy storage systems and determine the optimal energy storage 
system and capacity.  The optimization function in RESET allowed us to accomplish 
this goal for our case study site and also run multiple scenarios under which storage 
may become more attractive.  Using the base-case assumptions for LAHC, RESET 
calculated that no energy storage technology option had a present value lifetime 
savings that exceeded costs. In other words, investing in energy storage is not 
economically justified at any capacity.  However, this is based on our estimates for 
direct costs associated with installing, operating, and replacing an energy storage 
system and the financial savings from decreased electricity usage from the grid. There 
are other benefits and/or ways to reduce costs that have not been included in this 
analysis. For example, bond money or grants could be use to offset capital costs. 
Since upfront capital costs make up the largest portion of total costs, finding 
government incentives could go a long way towards making energy storage systems 
more attractive.  
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Scenarios other than the base-case revealed that under certain economic conditions, 
energy storage could prove to benefit LAHC, with one or more technologies yielding 
a positive NPV. However, the parameters yielding positive NPVs were extreme (cost 
reductions of 75%, or increase in electricity price by 28%) and unlikely to occur in 
the near-term.  

While our results apply specifically to the LAHC case study, our methodology and 
analysis tools are designed to be used by any electrical utility customer seeking to 
identify and optimally size an energy storage system to match their generation and 
demand profile.   

In a broader context, we recommend that further research be performed to help 
quantify the potential benefits that we were unable to capture in RESET, due to a 
knowledge gap.  Moreover, we still believe that energy storage will assist in the 
deployment of renewable energy technologies to reduce greenhouse gas emissions 
and provide greater energy security with an inexhaustible supply of energy resources 
for future generations.  Therefore, further research should be conducted to help bring 
down the costs of energy storage technologies to enable increased worldwide 
adoption.  For this to occur, there must be congruent policies that will further this 
critical research and development.   
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APPENDICES  
Additional charts 

 

 

Figure A-0.1: Temporal daily and hourly demand for LAHC for 2005 in kWh 
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Figure A-0.2: Temporal daily and hourly demand for LAHC for 2006 in kWh 

 
Figure 0.3Figure A-0.4: Temporal daily and hourly demand for LAHC for 2007 in kWh 
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Figure A-0.5: Temporal daily and hourly demand for LAHC for 2009 in kWh 

 
Figure A-0.6: Average weekday day of hour energy demand for 2004 
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 Figure A-0.7: Average weekend day of hour energy demand for 2004 

 
Figure A-0.8: Average weekday day of hour energy demand for 2005 
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Figure A-0.9: Weekend average hour of day energy demand for 2005 

 
Figure A-0.10: Weekday average hour of day energy demand for 2006 
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Figure A-0.11: Weekend average hour of day energy demand for 2006 

 
Figure A-0.12: Weekday average hour of day energy demand for 2007 



129 

 

 
Figure A-0.13: Weekend average hour of day energy demand for 2007 

 
Figure A-0.14: Weekend average hour of day energy demand for 2008 
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Figure A-0.15: Weekend average hour of day energy demand for 2008 

 
Figure A-0.16: Weekday average hour of day energy demand for 2009 
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Figure A-0.17: Weekend average hour of day energy demand for 2009 

 
Figure A-0.18: Weekday average hour of day energy demand for 2010 
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Figure A-0.19: Weekend average hour of day energy demand for 2010 

 

Matlab Codes 
Read_dwp.m 
 
%% read_dwp 
% AECOM Group Project  
% 
% OBJECTIVE:  
%========================================================================== 
% This program will search the current directory for csv files. The user 
% must pick the appropriate file containing Los Angeles Department of Water 
% and Power (LADWP) data for Los Angeles Harbor College (LAHC). It is 
% assumed the power purchased from LADWP is in 15 minute intervals. Once 
% the data is loaded, the program will aggregate the data into hour bins. 
% The program will then subset the data by year. The mean and standard 
% deviation will be calculated for hour of the day and day of year. Seasonal 
% data for each year will be determined as well.  
% 
%========================================================================== 
% ASSUMPTIONS 
% 1. The data file must be saved as a MS-DOS csv file and not as a 
%    Microsoft csv file. 
% 2. The first column contains the date as a string 
% 3. The second column contains the purchased power as a floating point 
%    number. 
%  
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%========================================================================== 
% AUTHOR INFORMATION 
% Kurt Heinze 
% Bren School of Environmental Science & Management 
% University of California Santa Barbara 
% 2400 Bren Hall 
% Santa Barbara, CA 93106 
% email: kheinze@bren.ucsb.edu 
% email: kurt.heinze@gmail.com 
% mobile: +1-310-775-1774 
% home: +1-805-893-1813 
%  
%========================================================================== 
% VARIABLE DEFINITIONS  
%  
% ftype - The file type to be loaded. It is currently set for a csv file. 
%         The user can change the file type but there is no guarantee the 
%         program will work. The user must debug it.  
% 
% d - Is a structure containing the following: 
%     name: name of files in the present working directory 
%     date: date the files were created 
%     bytes: number of bytes in each file 
%     isdir: a binary variable defining if the items in the d structure are 
%            a directory. A zero indicates not a directory and a one 
%            indicates directory 
%     datenum: an integer value of the date the file was created. 
%     dir is a native Matlab function 
% 
% file - A string matrix with all the file names found with the file type 
%        varialbe specified.  
%        char is a native Matlab function and ensures a string matrix is 
%        created  
%        nf: is a variable containing the number of files found with ftype 
%        mf: is a variable containing the maximum length of the file 
%            strings  
% 
% 
% fnum - the string representation of the file selected from the list 
%        printed to the screen to be loaded 
%  
% fid - a integer value representing the file to be loaded.  
% 
% dl - a string value representing how the data is separated in the file 
% 
% hl - integer value representing how many header lines need to be skipped 
%      before the data is loaded. 
% 
% ev - numeric value representing how missing values are handled.  
%  
% 
% fmat - vector containing the formats of the data. The number of entries 
%        in this vector needs to be the same as the number of columns in 
%        the file loaded. 
%  
% data - a cell containing all the data loaded 
% 
% dnum - character string with date information 
%  
% pow - vector with power purchased from LADWP in 15 minute intervals 
% 
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% dayofweek - string vector containing single character to define the day 
%             of the week 
% 
% wkday_in - vector containing all the indices for Monday - Friday 
% 
% wkend_in - vector containing all the indices for Saturday and Sunday 
% 
% wd_pow - vector containing all the power values for Monday - Friday 
% 
% we_pow - vector containing all the power values for Saturday and Sunday 
% 
% year - vector containing year in which power was purchased 
% 
% month - vector containing month in which power was purchased 
% 
% day - vector containing day in which power was purchased 
% 
% hour - vector containing hour in which power was purchased 
% 
% minute - vector containing minute in which power was purchased 
%  
% second - vector containing minute in which power was purchased 
% 
% ag_pow - vector containing the 15 minute purchased power summed into 
%          hourly bins 
% 
% ag_dnum - vector containing the date number for the hourly summed 
%           purchased power 
% 
% sday - starting date number used to create the ag_dnum vector 
% 
% dy - vector containing zeros or ones used to determine the years data is 
%      available 
% 
% in - index variable  
%  
% yr - vector containing the individual years which data has been loaded 
% 
% n,m,p - variables holding the size of the data cubes  
% 
% i,j,k - loop counters 
%  
% yr_pow - data cube containing all hourly aggregated LADWP purchased power 
%  
% wkday_pow - data cube containing all the hourly aggregated LADWP power 
%             purchased for Monday - Friday 
%  
% wkend_pow - data cube containing all the hourly aggregated LADWP power 
%             purchased for Saturday and Sunday 
% 
% hr_stats - data cube containing the mean in the first data sheet and 
%            standard deviation in the second sheet for the hourly data for 
%            each year  
%  
% wkday_hr_stats - data cube containing the mean in the first data sheet 
%                  and standard deviation in the second sheet for the 
%                  weekday hourly data for each year 
% 
% wkend_hr_stats - data cube containing the mean in the first data sheet 
%                  and standard deviation in the second sheet for the 
%                  weekend hourly data for each year 
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% 
% doy_stats - data cube containing the same information as hr_stats for 
%             daily data over all hours 
% 
% win_pow - data cube containing seasonal data for winter only  
%  
% win_wkday_pow - data cube containing seasonal data for Monday - Friday 
%                 for winter only 
% 
% win_wkend_pow - data cube containing seasonal data for Saturday and 
%                 Sunday for winter only 
% 
% win_hr_stats - data cube same as hr_stats but for winter only 
%  
% win_wkday_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for hourly 
%                      data from Monday - Friday for winter only 
%  
% win_wkend_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for hourly 
%                      data for Saturday and Sunday during the winter only 
% 
% win_doy_stats - data cbue same as doy_stats except for winter only 
% 
% win_doy_hr_stats -   data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for daily 
%                      data from Monday - Friday for winter only 
%  
% win_doy_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for daily 
%                      data for Saturday and Sunday during the winter only 
% 
% spr_pow - data cube containing seasonal data for spring only  
%  
% spr_wkday_pow - data cube containing seasonal data for Monday - Friday 
%                 for spring only 
% 
% spr_wkend_pow - data cube containing seasonal data for Saturday and 
%                 Sunday for spring only 
% 
% spr_hr_stats - data cube same as hr_stats but for spring only 
%  
% spr_wkday_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for hourly 
%                      data from Monday - Friday for spring only 
%  
% spr_wkend_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for hourly 
%                      data for Saturday and Sunday during the spring only 
% 
% spr_doy_stats - data cbue same as doy_stats except for spring only 
% 
% spr_doy_hr_stats -   data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for daily 
%                      data from Monday - Friday for spring only 
%  
% spr_doy_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for daily 
%                      data for Saturday and Sunday during the spring only 
% 
% sum_pow - data cube containing seasonal data for summer only  
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%  
% sum_wkday_pow - data cube containing seasonal data for Monday - Friday 
%                 for summer only 
% 
% sum_wkend_pow - data cube containing seasonal data for Saturday and 
%                 Sunday for summer only 
% 
% sum_hr_stats - data cube same as hr_stats but for summer only 
%  
% sum_wkday_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for hourly 
%                      data from Monday - Friday for summer only 
%  
% sum_wkend_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for hourly 
%                      data for Saturday and Sunday during the summer only 
% 
% sum_doy_stats - data cbue same as doy_stats except for summer only 
% 
% sum_doy_hr_stats -   data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for daily 
%                      data from Monday - Friday for summer only 
%  
% sum_doy_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for daily 
%                      data for Saturday and Sunday during the summer only 
% 
% aut_pow - data cube containing seasonal data for autumn only  
%  
% aut_wkday_pow - data cube containing seasonal data for Monday - Friday 
%                 for autumn only 
% 
% aut_wkend_pow - data cube containing seasonal data for Saturday and 
%                 Sunday for autumn only 
% 
% aut_hr_stats - data cube same as hr_stats but for autumn only 
%  
% aut_wkday_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for hourly 
%                      data from Monday - Friday for autumn only 
%  
% aut_wkend_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for hourly 
%                      data for Saturday and Sunday during the autumn only 
% 
% aut_doy_stats - data cbue same as doy_stats except for spring only 
% 
% aut_doy_hr_stats -   data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for daily 
%                      data from Monday - Friday for autumn only 
%  
% aut_doy_hr_stats - data cube containing the mean in the first sheet and 
%                      standard deviation in the second sheet for daily 
%                      data for Saturday and Sunday during the autumn only 
% 
% len - variable containing the length of a vector 
% 
% in_win - vector containing the indicies for winter data only 
% 
% in_spr - vector containing the indicies for spring data only 
% 
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% in_sum - vector containing the indicies for summer data only 
% 
% in_aut - vector containing the indicies for autumn data only 
% 
% l_win - variable containing the length of the in_win vector 
% 
% l_spr - variable containing the length of the in_spr vector 
% 
% l_sum - variable containing the length of the in_sum vector 
% 
% l_aut - variable containing the length of the in_aut vector 
%  
% yr - vector containing the different years in the dataset 
% 
% styl - string matrix containing the different line styles and markers 
%        used in plotting the data 
%  
% lgnd - string matrix of all the years in the dataset. Used for creating 
%        the legend in the figures 
% 
% h - vector from 0 - 23 representing all the hours in the day 
%  
% xthr - vector containing the horizontal axis tick mark locations used for 
%        plotting purposes 
% 
% tle - string matrix of all the hourly or daily power. Used for creating 
%       the title for each figure and also saving the figure 
% 
% xl - string matrix for horizontal axis label. Used for plotting purposes 
% 
% yl - string matrix for vertical axis label. Used for plotting purposes 
%  
% t - vector containing the date number for a leap year in the dataset.  
% 
% xtyr - vector containing the horizontal axis tick mark locations used for 
%        plotting purposes 
%  
% figfile - string vector containing the name of the figure file 
%  
% figtype - string vector containing the type of figure 
  
%========================================================================== 
% Clear the workspace, close all open figures and clear the command windoow 
  
clear all; 
close all; 
clc; 
t0=tic; 
% Define a variable containing the type of file the program will load. 
ftype = 'csv'; 
  
% Define a temporary structure variable containing information from the 
% present working directory. The * is a wildcard indicating any possible 
% name for the file.  
d=dir(fullfile(pwd,['*.' ftype])); 
  
% Define a temporary variable containing all the names of the files found 
% with the file type.  
file=char(d.name); 
  
% define variable with the number of files and maximum length of the file 
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% string  
nf=min(size(file)); 
  
% print a message to the screen with the files found in the directory 
% meeting the file type criteria. Then ask the user to select the 
% appropriate file to load.  
fprintf('\nThe following is a list of csv files to load\n'); 
for j=1:nf 
        fprintf('\n%i.\t%s',j,file(j,:)) 
    if j == nf 
        fprintf('\n') 
    end 
end 
  
% read the file to be loaded 
fnum=input('\nPlease choose a file from the above list to load\n','s'); 
fprintf('\n') 
  
% get the file identifier for file to be loaded 
fid1=fopen(deblank(file(str2double(fnum),:))); 
  
% define the delimiter, the header lines to be skipped and the empty value 
dl = ','; 
hl = 1; 
ev = NaN; 
fmat = ['%s','%f']; 
  
% load the file 
data=... 
    textscan(fid1,fmat,'headerlines',hl,'delimiter',dl,'emptyvalue',ev); 
  
% close the file 
fclose(fid1); 
clear ftype d file nf j  
% define the cell with the date information and power purchased 
dnum=char(deblank(data{1,1})); 
pow=data{1,2}; 
n=length(pow)/4; 
  
% initialize the vectors for the agregated power and datenum and year, 
% month, day, hour, minute and second. 
ag_pow=NaN*ones(n,1); 
ag_dnum=NaN*ones(n,1); 
sday=datenum(dnum(1,:)); 
year=NaN*ones(n,1); 
month=NaN*ones(n,1); 
day=NaN*ones(n,1); 
hour=NaN*ones(n,1); 
minute=NaN*ones(n,1); 
second=NaN*ones(n,1); 
  
% create the hourly data for the power purchased from LADWP and 
% corresponding date number 
for j=1:n 
    ag_pow(j)=nansum(pow(1+4*(j-1):4*(1+(j-1)))); 
    ag_dnum(j)=sday+(j-1)/24; 
    [year(j),month(j),day(j),hour(j),minute(j),... 
        second(j)]=datevec(ag_dnum(j)); 
end 
  
% set the inital power and date number to the aggregated values 
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pow=ag_pow; 
dnum=ag_dnum; 
dayofweek=datestr(dnum,'d'); 
wkend_in=sort(strfind(dayofweek','S')); 
wkday_in=sort([strfind(dayofweek','M'),strfind(dayofweek','T'),... 
    strfind(dayofweek','W'),strfind(dayofweek','F')]); 
we_pow=pow; 
we_pow(wkday_in)=NaN; 
wd_pow=pow; 
wd_pow(wkend_in)=NaN; 
  
% determine the years  
yr=year(1):1:year(end); 
  
% set the size the data cubes by maximum days in a leap year, hours in a 
% day and the number of years data is available 
n=366; 
m=24; 
p=length(yr); 
  
% initialize all the data cubes 
% overall data 
yr_pow=NaN*ones(n,m,p); 
hr_stats=NaN*ones(m,p,2); 
wkday_hr_stats=NaN*ones(m,p,2); 
wkend_hr_stats=NaN*ones(m,p,2); 
doy_stats=NaN*ones(n,p,2); 
wkday_pow=NaN*ones(n,m,p); 
wkend_pow=NaN*ones(n,m,p); 
wkday_doy_stats=NaN*ones(n,p,2); 
wkend_doy_stats=NaN*ones(n,p,2); 
  
% winter data 
win_pow=NaN*ones(91,m,p); 
win_wkday_pow=NaN*ones(91,m,p); 
win_wkend_pow=NaN*ones(91,m,p); 
win_hr_stats=NaN*ones(m,p,2); 
win_wkday_hr_stats=ones(m,p,2); 
win_wkend_hr_stats=ones(m,p,2); 
win_doy_stats=NaN*ones(91,p,2); 
win_wkday_doy_stats=NaN*ones(91,p,2); 
win_wkend_doy_stats=NaN*ones(91,p,2); 
  
% spring data 
spr_pow=NaN*ones(91,m,p); 
spr_wkday_pow=NaN*ones(91,m,p); 
spr_wkend_pow=NaN*ones(91,m,p); 
spr_hr_stats=NaN*ones(m,p,2); 
spr_wkday_hr_stats=ones(m,p,2); 
spr_wkend_hr_stats=ones(m,p,2); 
spr_doy_stats=NaN*ones(91,p,2); 
spr_wkday_doy_stats=NaN*ones(91,p,2); 
spr_wkend_doy_stats=NaN*ones(91,p,2); 
  
% summer data 
sum_pow=NaN*ones(92,m,p); 
sum_wkday_pow=NaN*ones(92,m,p); 
sum_wkend_pow=NaN*ones(92,m,p); 
sum_hr_stats=NaN*ones(m,p,2); 
sum_wkday_hr_stats=ones(m,p,2); 
sum_wkend_hr_stats=ones(m,p,2); 
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sum_doy_stats=NaN*ones(92,p,2); 
sum_wkday_doy_stats=NaN*ones(92,p,2); 
sum_wkend_doy_stats=NaN*ones(92,p,2); 
  
% autumn data 
aut_pow=NaN*ones(92,m,p); 
aut_wkday_pow=NaN*ones(92,m,p); 
aut_wkend_pow=NaN*ones(92,m,p); 
aut_hr_stats=NaN*ones(m,p,2); 
aut_wkday_hr_stats=ones(m,p,2); 
aut_wkend_hr_stats=ones(m,p,2); 
aut_doy_stats=NaN*ones(92,p,2); 
aut_wkday_doy_stats=NaN*ones(92,p,2); 
aut_wkend_doy_stats=NaN*ones(92,p,2); 
  
% Loop through and calculate all relevant statistics 
for i=1:p 
    for j=1:m 
        % search for all the individual hours and determine their 
        % statistics 
        in=find(year==yr(i)&hour==j-1); 
        len=length(in); 
        hr_stats(j,i,1)=nanmean(pow(in)); 
        hr_stats(j,i,2)=nanstd(pow(in)); 
        wkday_hr_stats(j,i,1)=nanmean(wd_pow(in)); 
        wkday_hr_stats(j,i,2)=nanstd(wd_pow(in)); 
        wkend_hr_stats(j,i,1)=nanmean(we_pow(in)); 
        wkend_hr_stats(j,i,2)=nanstd(we_pow(in)); 
  
         
        % Determine the indicies for the winter, spring, summer and autumn 
        % power usage. The following are the assumptions for the seasonal 
        % indicies 
        % Winter: Jan 1 - Mar 31 
        % Spring: Apr 1 - Jun 30 
        % Summer: Jul 1 - Sep 30 
        % Autumn: Oct 1 - Dec 31 
        % Note julian is a function I wrote to determine the Julian or day 
        % of the year using a cummulative sum of the native Matlab function 
        % eomday (end of month day). 
        in_win=(julian(1,1,yr(i)):1:julian(3,31,yr(i))); 
        in_spr=(julian(4,1,yr(i)):1:julian(6,30,yr(i))); 
        in_sum=(julian(7,1,yr(i)):1:julian(9,30,yr(i))); 
        in_aut=(julian(10,1,yr(i)):1:julian(12,31,yr(i))); 
         
        % Calculate the length of the seasonal vectors 
        l_win=length(in_win); 
        l_spr=length(in_spr); 
        l_sum=length(in_sum); 
        l_aut=length(in_aut); 
         
        % Determine the jth hour power purchased. 
        yr_pow(1:len,j,i)=pow(in); 
        wkend_pow(1:len,j,i)=we_pow(in); 
        wkday_pow(1:len,j,i)=wd_pow(in); 
         
        % Determine the jth hour seasonal power purchased and statistics 
        win_pow(1:l_win,j,i)=yr_pow(in_win,j,i); 
        win_wkday_pow(1:l_win,j,i)=wkday_pow(in_win,j,i); 
        win_wkend_pow(1:l_win,j,i)=wkend_pow(in_win,j,i); 
        win_hr_stats(j,i,1)=nanmean(win_pow(:,j,i)); 
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        win_hr_stats(j,i,2)=nanstd(win_pow(:,j,i)); 
        win_wkday_hr_stats(j,i,1)=nanmean(win_wkday_pow(:,j,i)); 
        win_wkday_hr_stats(j,i,2)=nanstd(win_wkday_pow(:,j,i)); 
        win_wkend_hr_stats(j,i,1)=nanmean(win_wkend_pow(:,j,i)); 
        win_wkend_hr_stats(j,i,2)=nanstd(win_wkend_pow(:,j,i)); 
         
        spr_pow(1:l_spr,j,i)=yr_pow(in_spr,j,i); 
        spr_wkday_pow(1:l_spr,j,i)=wkday_pow(in_spr,j,i); 
        spr_wkend_pow(1:l_spr,j,i)=wkend_pow(in_spr,j,i); 
        spr_hr_stats(j,i,1)=nanmean(spr_pow(:,j,i)); 
        spr_hr_stats(j,i,2)=nanstd(spr_pow(:,j,i)); 
        spr_wkday_hr_stats(j,i,1)=nanmean(spr_wkday_pow(:,j,i)); 
        spr_wkday_hr_stats(j,i,2)=nanstd(spr_wkday_pow(:,j,i)); 
        spr_wkend_hr_stats(j,i,1)=nanmean(spr_wkend_pow(:,j,i)); 
        spr_wkend_hr_stats(j,i,2)=nanstd(spr_wkend_pow(:,j,i)); 
  
         
        sum_pow(1:l_sum,j,i)=yr_pow(in_sum,j,i); 
        sum_wkday_pow(1:l_sum,j,i)=wkday_pow(in_sum,j,i); 
        sum_wkend_pow(1:l_sum,j,i)=wkend_pow(in_sum,j,i); 
        sum_hr_stats(j,i,1)=nanmean(sum_pow(:,j,i)); 
        sum_hr_stats(j,i,2)=nanstd(sum_pow(:,j,i)); 
        sum_wkday_hr_stats(j,i,1)=nanmean(sum_wkday_pow(:,j,i)); 
        sum_wkday_hr_stats(j,i,2)=nanstd(sum_wkday_pow(:,j,i)); 
        sum_wkend_hr_stats(j,i,1)=nanmean(sum_wkend_pow(:,j,i)); 
        sum_wkend_hr_stats(j,i,2)=nanstd(sum_wkend_pow(:,j,i)); 
  
         
        aut_pow(1:l_aut,j,i)=yr_pow(in_aut,j,i); 
        aut_wkday_pow(1:l_aut,j,i)=wkday_pow(in_aut,j,i); 
        aut_wkend_pow(1:l_aut,j,i)=wkend_pow(in_aut,j,i); 
        aut_hr_stats(j,i,1)=nanmean(aut_pow(:,j,i)); 
        aut_hr_stats(j,i,2)=nanstd(aut_pow(:,j,i)); 
        aut_wkday_hr_stats(j,i,1)=nanmean(aut_wkday_pow(:,j,i)); 
        aut_wkday_hr_stats(j,i,2)=nanstd(aut_wkday_pow(:,j,i)); 
        aut_wkend_hr_stats(j,i,1)=nanmean(aut_wkend_pow(:,j,i)); 
        aut_wkend_hr_stats(j,i,2)=nanstd(aut_wkend_pow(:,j,i)); 
         
        % if the statistics for the last hour of the day has been 
        % evaluated, calculate the statisitcs for the entire day 
        if j==m 
            % calculate the overall statistics 
            for k=1:len 
                doy_stats(k,i,1)=nanmean(yr_pow(k,:,i)); 
                doy_stats(k,i,2)=nanstd(yr_pow(k,:,i)); 
                wkday_doy_stats(k,i,1)=nanmean(wkday_pow(k,:,i)); 
                wkday_doy_stats(k,i,2)=nanstd(wkday_pow(k,:,i)); 
                wkend_doy_stats(k,i,1)=nanmean(wkend_pow(k,:,i)); 
                wkend_doy_stats(k,i,2)=nanstd(wkend_pow(k,:,i)); 
            end 
             
            % calculate the winter statistics 
            for k=1:l_win 
                win_doy_stats(k,i,1)=nanmean(win_pow(k,:,i)); 
                win_doy_stats(k,i,2)=nanstd(win_pow(k,:,i)); 
                win_wkday_doy_stats(k,i,1)=nanmean(win_wkday_pow(k,:,i)); 
                win_wkday_doy_stats(k,i,2)=nanstd(win_wkday_pow(k,:,i)); 
                win_wkend_doy_stats(k,i,1)=nanmean(win_wkend_pow(k,:,i)); 
                win_wkend_doy_stats(k,i,2)=nanstd(win_wkend_pow(k,:,i)); 
            end 
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            % calculate the spring statisitcs 
            for k=1:l_spr 
                spr_doy_stats(k,i,1)=nanmean(spr_pow(k,:,i)); 
                spr_doy_stats(k,i,2)=nanstd(spr_pow(k,:,i)); 
                spr_wkday_doy_stats(k,i,1)=nanmean(spr_wkday_pow(k,:,i)); 
                spr_wkday_doy_stats(k,i,2)=nanstd(spr_wkday_pow(k,:,i)); 
                spr_wkend_doy_stats(k,i,1)=nanmean(spr_wkend_pow(k,:,i)); 
                spr_wkend_doy_stats(k,i,2)=nanstd(spr_wkend_pow(k,:,i)); 
            end 
             
            % calculate the summer statistics 
            for k=1:l_sum 
                sum_doy_stats(k,i,1)=nanmean(sum_pow(k,:,i)); 
                sum_doy_stats(k,i,2)=nanstd(sum_pow(k,:,i)); 
                sum_wkday_doy_stats(k,i,1)=nanmean(sum_wkday_pow(k,:,i)); 
                sum_wkday_doy_stats(k,i,2)=nanstd(sum_wkday_pow(k,:,i)); 
                sum_wkend_doy_stats(k,i,1)=nanmean(sum_wkend_pow(k,:,i)); 
                sum_wkend_doy_stats(k,i,2)=nanstd(sum_wkend_pow(k,:,i)); 
            end 
             
            % calculate the autumn statistics  
            for k=1:l_aut 
                aut_doy_stats(k,i,1)=nanmean(aut_pow(k,:,i)); 
                aut_doy_stats(k,i,2)=nanstd(aut_pow(k,:,i)); 
                aut_wkday_doy_stats(k,i,1)=nanmean(aut_wkday_pow(k,:,i)); 
                aut_wkday_doy_stats(k,i,2)=nanstd(aut_wkday_pow(k,:,i)); 
                aut_wkend_doy_stats(k,i,1)=nanmean(aut_wkend_pow(k,:,i)); 
                aut_wkend_doy_stats(k,i,2)=nanstd(aut_wkend_pow(k,:,i)); 
            end 
        end 
    end 
end 
  
% wkend_month_hr and wkday_month_hr are data cubes containing the hourly 
% monthly averages by hour x month x year   
wkend_month_hr=NaN*ones(m,12,p); 
wkday_month_hr=NaN*ones(m,12,p); 
all_month_hr=NaN*ones(m,12,p); 
sday=[1,cumsum(eomday(2008,1:11))+1]'; 
eday=cumsum(eomday(2008,1:12))'; 
  
for k=1:p 
    for j=1:12 
        for i=1:m 
            wkend_month_hr(i,j,k)=nanmean(wkend_pow(sday(j):eday(j),i,k)); 
            wkday_month_hr(i,j,k)=nanmean(wkday_pow(sday(j):eday(j),i,k)); 
            all_month_hr(i,j,k)=nanmean(yr_pow(sday(j):eday(j),i,k)); 
        end 
    end 
end 
         
% end calculations 
  
% open the data files for writing  
  
if ~isdir('./Data/') 
    mkdir ./Data/LADWP 
    mkdir ./Data/Solar_PV 
end 
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fid2=fopen('./Data/LADWP/LAHC_preconstruction_demand.dat','w'); 
fid3=fopen('./Data/LADWP/LAHC_construction_demand.dat','w'); 
fid4=fopen('./Data/LADWP/LAHC_construction_PV_demand.dat','w'); 
for i=1:n 
  
    if(i==1) 
        % creating the header 
        fprintf(fid2,'Date\t'); 
        fprintf(fid3,'Date\t'); 
        fprintf(fid4,'Date\t'); 
        for k=1:m 
            fprintf(fid2,'%4.0f:00\t',k-1); 
            fprintf(fid3,'%4.0f:00\t',k-1); 
            fprintf(fid4,'%4.0f:00\t',k-1); 
            if k==m 
                fprintf(fid2,'\n'); 
                fprintf(fid3,'\n'); 
                fprintf(fid4,'\n'); 
            end 
            % finished creating the header 
        end 
    end 
    % write the dates to the files 
    fprintf(fid2,'%s\t',datestr(dnum((24*i)),'mmm-dd')); 
    fprintf(fid3,'%s\t',datestr(dnum((24*i)),'mmm-dd')); 
    fprintf(fid4,'%s\t',datestr(dnum((24*i)),'mmm-dd')); 
    for j=1:m 
        % calculate the averages 
        % preconstruction period 2004 - 2007 
        fprintf(fid2,'%7.2f\t',nanmean(yr_pow(i,j,1:4))); 
        % construction period 2008 - 2009 
        fprintf(fid3,'%7.2f\t',nanmean(yr_pow(i,j,5:6))); 
        % construction period with PV 2010 - 2011 
        fprintf(fid4,'%7.2f\t',nanmean(yr_pow(i,j,7:8))); 
        if j==m 
            fprintf(fid2,'\n'); 
            fprintf(fid3,'\n'); 
            fprintf(fid4,'\n'); 
        end 
    end 
end 
  
%close the data files 
fclose(fid2); 
fclose(fid3); 
fclose(fid4); 
  
  
% fid5=fopen('./Data/LADWP/LAHC_monthly_weekday_2004-2007.dat','w'); 
% fid6=fopen('./Data/LADWP/LAHC_monthly_weekday_2008-2009.dat','w'); 
% fid7=fopen('./Data/LADWP/LAHC_monthly_weekday_2010-2011.dat','w'); 
% fid8=fopen('./Data/LADWP/LAHC_monthly_weekend_2004-2007.dat','w'); 
% fid9=fopen('./Data/LADWP/LAHC_monthly_weekend_2008-2009.dat','w'); 
% fid10=fopen('./Data/LADWP/LAHC_monthly_weekend_2010-2011.dat','w'); 
  
for n=1:8 
    fid5=fopen(['./Data/LADWP/LAHC_monthly_weekday_' num2str(yr(n)) 
'.dat'],'w'); 
    fid6=fopen(['./Data/LADWP/LAHC_monthly_weekend_' num2str(yr(n)) 
'.dat'],'w'); 
    for i=1:12 
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        if(i==1) 
            % creating the header 
            fprintf(fid5,'Date\t'); 
            fprintf(fid6,'Date\t'); 
            %             fprintf(fid7,'Date\t'); 
            %             fprintf(fid8,'Date\t'); 
            %             fprintf(fid9,'Date\t'); 
            %             fprintf(fid10,'Date\t'); 
            for k=1:m 
                fprintf(fid5,'%4.0f:00\t',k-1); 
                fprintf(fid6,'%4.0f:00\t',k-1); 
                %                 fprintf(fid7,'%4.0f:00\t',k-1); 
                %                 fprintf(fid8,'%4.0f:00\t',k-1); 
                %                 fprintf(fid9,'%4.0f:00\t',k-1); 
                %                 fprintf(fid10,'%4.0f:00\t',k-1); 
                if k==m 
                    fprintf(fid5,'\n'); 
                    fprintf(fid6,'\n'); 
                    %                     fprintf(fid7,'\n'); 
                    %                     fprintf(fid8,'\n'); 
                    %                     fprintf(fid9,'\n'); 
                    %                     fprintf(fid10,'\n'); 
                end 
                % finished creating the header 
            end 
        end 
        % write the dates to the files 
        fprintf(fid5,'%s\t',datestr(dnum((1+24*32*(i-1))),3)); 
        fprintf(fid6,'%s\t',datestr(dnum((1+24*32*(i-1))),3)); 
        %         fprintf(fid7,'%s\t',datestr(dnum((1+24*32*(i-1))),3)); 
        %         fprintf(fid8,'%s\t',datestr(dnum((1+24*32*(i-1))),3)); 
        %         fprintf(fid9,'%s\t',datestr(dnum((1+24*32*(i-1))),3)); 
        %         fprintf(fid10,'%s\t',datestr(dnum((1+24*32*(i-1))),3)); 
        for j=1:m 
            % calculate the averages 
            % preconstruction period 2004 - 2007 
            
%fprintf(fid5,'%7.2f\t',mean(nanmean(wkday_pow(sday(i):eday(i),j,1:4)))); 
            fprintf(fid5,'%7.2f\t',nanmean(wkday_month_hr(j,i,n))); 
            fprintf(fid6,'%7.2f\t',nanmean(wkend_month_hr(j,i,n))); 
             
            % construction period 2008 - 2009 
            %             
fprintf(fid6,'%7.2f\t',nanmean(wkday_month_hr(j,i,5:6))); 
            %             
fprintf(fid9,'%7.2f\t',nanmean(wkend_month_hr(j,i,5:6))); 
            %             % construction period with PV 2010 - 2011 
            %             
fprintf(fid7,'%7.2f\t',nanmean(wkday_month_hr(j,i,7:8))); 
            %             
fprintf(fid10,'%7.2f\t',nanmean(wkend_month_hr(j,i,7:8))); 
            if j==m 
                fprintf(fid5,'\n'); 
                fprintf(fid6,'\n'); 
                %                 fprintf(fid7,'\n'); 
                %                 fprintf(fid8,'\n'); 
                %                 fprintf(fid9,'\n'); 
                %                 fprintf(fid10,'\n'); 
            end 
        end 
    end 
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    fclose(fid5); 
    fclose(fid6); 
end 
  
% fclose(fid7); 
% fclose(fid8); 
% fclose(fid9); 
% fclose(fid10); 
  
% end writing data files and begin plotting  
%========================================================================== 
% open new figure window 
styl=['mo-';'bo-';'ro-';'ko-';'go-';'co-';... 
      'mp:';'bp:';'rp:';'kp:';'gp:';'cp:']; 
lgnd=num2str(yr'); 
h=(0:1:23)'; 
xthr=[0,2,5,8,11,14,17,20,23]; 
tle=['Average Hourly        ';... 
     'Winter Hourly         ';... 
     'Spring Hourly         ';... 
     'Summer Hourly         ';... 
     'Autumn Hourly         ';... 
     'Average Hourly Weekday';... 
     'Winter Hourly Weekday ';... 
     'Spring Hourly Weekday ';... 
     'Summer Hourly Weekday ';... 
     'Autumn Hourly Weekday ';... 
     'Average Hourly Weekend';... 
     'Winter Hourly Weekend ';... 
     'Spring Hourly Weekend ';... 
     'Summer Hourly Weekend ';... 
     'Autumn Hourly Weekend ';... 
     'Average Daily         ';... 
     'Winter Daily          ';...  
     'Spring Daily          ';... 
     'Summer Daily          ';... 
     'Autumn Daily          ';... 
     'Average Daily Weekday ';... 
     'Winter Daily Weekday  ';... 
     'Spring Daily Weekday  ';... 
     'Summer Daily Weekday  ';... 
     'Autumn Daily Weekday  ';... 
     'Average Daily Weekend ';... 
     'Winter Daily Weekend  ';... 
     'Spring Daily Weekend  ';... 
     'Summer Daily Weekend  ';... 
     'Autumn Daily Weekend  ';... 
     ]; 
xl=[' Hour ';' Date ']; 
yl=' Energy [kWh] '; 
  
  
% plot average and seasonal hourly and daily power purchased 
for j=1:length(tle) 
    figure(j) 
    for i=1:p 
        if j==1 
            plot(h,hr_stats(:,i,1),deblank(styl(i,:)),'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==2 
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            plot(h,win_hr_stats(:,i,1),deblank(styl(i,:)),'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==3 
            plot(h,spr_hr_stats(:,i,1),deblank(styl(i,:)),'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==4 
            plot(h,sum_hr_stats(:,i,1),deblank(styl(i,:)),'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==5 
            plot(h,aut_hr_stats(:,i,1),deblank(styl(i,:)),'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==6 
            plot(h,wkday_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==7 
            plot(h,win_wkday_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==8 
            plot(h,spr_wkday_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==9 
            plot(h,sum_wkday_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==10 
            plot(h,aut_wkday_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==11 
            plot(h,wkend_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==12 
            plot(h,win_wkend_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==13 
            plot(h,spr_wkend_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==14 
            plot(h,sum_wkend_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==15 
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            plot(h,aut_wkend_hr_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[0,23],'xtick',xthr,... 
                'fontweight','bold','fontsize',12); 
        elseif j==16 
            t=linspace(datenum(2004,1,1),datenum(2004,12,31),... 
                length(doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,1,15),datenum(2004,12,15),7); 
            plot(t,doy_stats(:,i,1),deblank(styl(i,:)),'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',3,'keepticks') 
        elseif j==17 
            t=linspace(datenum(2004,1,1),datenum(2004,3,31),... 
                length(win_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,1,1),datenum(2004,3,31),7); 
            plot(t,win_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==18 
            t=linspace(datenum(2004,4,1),datenum(2004,6,30),... 
                length(spr_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,4,1),datenum(2004,6,30),7); 
            plot(t,spr_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==19 
            t=linspace(datenum(2004,7,1),datenum(2004,9,30),... 
                length(sum_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,7,1),datenum(2004,9,30),7); 
            plot(t,sum_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==20 
            t=linspace(datenum(2004,10,1),datenum(2004,12,31),... 
                length(aut_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,10,1),datenum(2004,12,31),7); 
            plot(t,aut_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==21 
            t=linspace(datenum(2004,1,1),datenum(2004,12,31),... 
                length(wkday_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,1,15),datenum(2004,12,15),7); 
            plot(t,wkday_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',3,'keepticks') 
        elseif j==22 
            t=linspace(datenum(2004,1,1),datenum(2004,3,31),... 
                length(win_wkday_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,1,1),datenum(2004,3,31),7); 
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            plot(t,win_wkday_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==23 
            t=linspace(datenum(2004,4,1),datenum(2004,6,30),... 
                length(spr_wkday_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,4,1),datenum(2004,6,30),7); 
            plot(t,spr_wkday_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==24 
            t=linspace(datenum(2004,7,1),datenum(2004,9,30),... 
                length(sum_wkday_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,7,1),datenum(2004,9,30),7); 
            plot(t,sum_wkday_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==25 
            t=linspace(datenum(2004,10,1),datenum(2004,12,31),... 
                length(aut_wkday_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,10,1),datenum(2004,12,31),7); 
            plot(t,aut_wkday_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==26 
            t=linspace(datenum(2004,1,1),datenum(2004,12,31),... 
                length(wkend_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,1,15),datenum(2004,12,15),7); 
            plot(t,wkend_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',3,'keepticks') 
        elseif j==27 
            t=linspace(datenum(2004,1,1),datenum(2004,3,31),... 
                length(win_wkend_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,1,1),datenum(2004,3,31),7); 
            plot(t,win_wkend_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==28 
            t=linspace(datenum(2004,4,1),datenum(2004,6,30),... 
                length(spr_wkend_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,4,1),datenum(2004,6,30),7); 
            plot(t,spr_wkend_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        elseif j==29 
            t=linspace(datenum(2004,7,1),datenum(2004,9,30),... 
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                length(sum_wkend_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,7,1),datenum(2004,9,30),7); 
            plot(t,sum_wkend_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        else 
            t=linspace(datenum(2004,10,1),datenum(2004,12,31),... 
                length(aut_wkend_doy_stats(:,i,1)))'; 
            xtdy=linspace(datenum(2004,10,1),datenum(2004,12,31),7); 
            plot(t,aut_wkend_doy_stats(:,i,1),deblank(styl(i,:)),... 
                'linewidth',1.5) 
            set(gca,'xlim',[t(1) t(end)],'xtick',xtdy,... 
                'fontweight','bold','fontsize',12); 
            datetick('x',6,'keepticks') 
        end 
        if i==1 
            hold on; 
            grid on; 
        end 
    end 
    if j<16 
        xlabel(xl(1,:)) 
    else 
        xlabel(xl(2,:)) 
    end 
    ylabel(yl) 
    legend(lgnd,'location','BestOutside') 
    title(['  LAHC ' deblank(tle(j,:)) ' Demand  ']) 
    figext='.png'; 
    figtype='png'; 
    if ~isdir('./Figures/') 
        mkdir ./Figures/LADWP 
        mkdir ./Figures/Solar_PV 
    end 
    q=strfind(deblank(tle(j,:)),' '); 
    if length(q)==1 
        figfile=['./Figures/LADWP/LAHC_' tle(j,1:q-1) '_'... 
            deblank(tle(j,q+1:end)) figext]; 
    else 
        figfile=['./Figures/LADWP/LAHC_' tle(j,1:q(1)-1) ... 
            '_' tle(j,q(1)+1:q(2)-1) '_' deblank(tle(j,q(2)+1:end))... 
            figext]; 
    end 
             
    saveas(gcf,figfile,figtype); 
end 
  
monstr=['Jan';'Feb';'Mar';'Apr';'May';'Jun';'Jul';'Aug';'Sep';'Oct';... 
    'Nov';'Dec']; 
for i=1:8 
    figure(j+i) 
    for k=1:12 
        if k==1 
            hold on; 
            grid on; 
        end 
        plot(h,wkday_month_hr(:,k,i),deblank(styl(k,:)),... 
            'linewidth',1.5) 
        xlabel(xl(1,:)) 
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        ylabel(' Energy [kWh] ') 
         
        title([' LAHC Weekday Demand ' num2str(yr(i)) '  ']) 
        set(gca,'xlim',[0,23],'xtick',xthr,... 
            'fontweight','bold','fontsize',12); 
        if k==12 
             
        end 
    end 
    legend(monstr,'location','bestoutside') 
    figfile=['./Figures/LADWP/LAHC_Weekday_Monthly_Demand_' ... 
        num2str(yr(i)) figext]; 
    saveas(gcf,figfile,figtype) 
  
end 
  
for a=1:8 
    figure(j+i+a) 
    for k=1:12 
        if k==1 
            hold on; 
            grid on; 
        end 
        plot(h,wkend_month_hr(:,k,a),deblank(styl(k,:)),... 
            'linewidth',1.5) 
        xlabel(xl(1,:)) 
        ylabel(' Energy [kWh] ') 
         
        title(['  LAHC Weekend Demand ' num2str(yr(a)) '  ']) 
        set(gca,'xlim',[0,23],'xtick',xthr,... 
            'fontweight','bold','fontsize',12); 
        if k==12 
             
        end 
    end 
    legend(monstr,'location','bestoutside') 
    figfile=['./Figures/LADWP/LAHC_Weekend_Monthly_Demand_' ... 
        num2str(yr(a)) figext]; 
    saveas(gcf,figfile,figtype) 
end 
te=toc(t0); 
fprintf('\nThe program run time was %6.2f seconds.\n',te) 

 
write_dwp_data.m 
 
%% write_dwp_data 
clear all; 
close all; 
clc; 
t0=tic; 
% Define a variable containing the type of file the program will load. 
ftype = 'csv'; 
  
% Define a temporary structure variable containing information from the 
% present working directory. The * is a wildcard indicating any possible 
% name for the file.  
d=dir(fullfile(pwd,['*.' ftype])); 
  
% Define a temporary variable containing all the names of the files found 
% with the file type.  
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file=char(d.name); 
  
% define variable with the number of files and maximum length of the file 
% string  
nf=min(size(file)); 
  
% print a message to the screen with the files found in the directory 
% meeting the file type criteria. Then ask the user to select the 
% appropriate file to load.  
fprintf('\nThe following is a list of csv files that can be loaded\n'); 
for j=1:nf 
        fprintf('\n%i.\t%s',j,file(j,:)) 
    if j == nf 
        fprintf('\n') 
    end 
end 
  
% read the file to be loaded 
fnum=input('\nPlease select the file with LAHC''s electricity 
demand\n','s'); 
fprintf('\n') 
  
% get the file identifier for file to be loaded 
fid1=fopen(deblank(file(str2double(fnum),:))); 
  
% define the delimiter, the header lines to be skipped and the empty value 
dl = ','; 
hl = 1; 
ev = NaN; 
fmat = ['%s','%f']; 
  
% load the file 
fprintf('%s is now loading. ',deblank(file(str2double(fnum),:))) 
fprintf('Please wait.\n') 
data=... 
    textscan(fid1,fmat,'headerlines',hl,'delimiter',dl,'emptyvalue',ev); 
  
% close the file 
fclose(fid1); 
% define the cell with the date information and power purchased 
dnum=char(deblank(data{1,1})); 
pow=data{1,2}; 
n=length(pow)/4; 
clear ftype d nf j data 
  
fnum=input('\nPlease select the file with LAHC''s attributes\n','s'); 
fprintf('\n') 
  
% get the file identifier for file to be loaded 
fid2=fopen(deblank(file(str2double(fnum),:))); 
  
% define the delimiter, the header lines to be skipped and the empty value 
dl = ','; 
hl = 1; 
ev = NaN; 
fmat =['%f','%f','%f','%f']; 
  
% load the file 
fprintf('%s is now loading. ',deblank(file(str2double(fnum),:))) 
fprintf('Please wait.\n') 
data=... 
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    textscan(fid2,fmat,'headerlines',hl,'delimiter',dl,'emptyvalue',ev); 
ypop=data{1,1}; 
building=data{1,2}; 
students=data{1,3}; 
efficiency=data{1,4}; 
  
% close the file 
fclose(fid2); 
clear ftype d file nf j data  
  
  
% initialize the vectors for the agregated power and datenum and year, 
% month, day, hour, minute and second. 
ag_pow=NaN*ones(n,1); 
ag_dnum=NaN*ones(n,1); 
sday=datenum(dnum(1,:)); 
year=NaN*ones(n,1); 
month=NaN*ones(n,1); 
day=NaN*ones(n,1); 
hour=NaN*ones(n,1); 
minute=NaN*ones(n,1); 
second=NaN*ones(n,1); 
  
% create the hourly data for the power purchased from LADWP and 
% corresponding date number 
for j=1:n 
    ag_pow(j)=nansum(pow(1+4*(j-1):4*(1+(j-1)))); 
    ag_dnum(j)=sday+(j-1)/24; 
    [year(j),month(j),day(j),hour(j),minute(j),... 
        second(j)]=datevec(ag_dnum(j)); 
end 
  
% set the inital power and date number to the aggregated values 
pow=ag_pow; 
dnum=ag_dnum; 
dayofweek=datestr(dnum,'d'); 
wkend_in=sort(strfind(dayofweek','S')); 
wkday_in=sort([strfind(dayofweek','M'),strfind(dayofweek','T'),... 
    strfind(dayofweek','W'),strfind(dayofweek','F')]); 
we_pow=pow; 
we_pow(wkday_in)=NaN; 
wd_pow=pow; 
wd_pow(wkend_in)=NaN; 
  
% determine the years  
yr=year(1):1:year(end); 
  
% set the size the data cubes by maximum days in a leap year, hours in a 
% day and the number of years data is available 
n=366; 
m=24; 
p=length(yr); 
  
% initialize all the data cubes 
% overall data 
yr_pow=NaN*ones(n,m,p); 
hr_stats=NaN*ones(m,p,2); 
wkday_hr_stats=NaN*ones(p,m); 
wkend_hr_stats=NaN*ones(p,m); 
doy_stats=NaN*ones(n,p,2); 
wkday_pow=NaN*ones(n,m,p); 
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wkend_pow=NaN*ones(n,m,p); 
wkday_doy_stats=NaN*ones(n,p,2); 
wkend_doy_stats=NaN*ones(n,p,2); 
  
fprintf('\nStatistics for each day being calculated now. Please wait.\n') 
% Loop through and calculate all relevant statistics 
for i=1:p 
    for j=1:m 
        % search for all the individual hours and determine their 
        % statistics 
        in=find(year==yr(i)&hour==j-1); 
        len=length(in); 
        hr_stats(j,i,1)=nanmean(pow(in)); 
        hr_stats(j,i,2)=nanstd(pow(in)); 
        wkday_hr_stats(i,j)=nanmean(wd_pow(in)); 
        wkend_hr_stats(i,j)=nanmean(we_pow(in)); 
  
         
        % Determine the indicies for the winter, spring, summer and autumn 
        % power usage. The following are the assumptions for the seasonal 
        % indicies 
        % Winter: Jan 1 - Mar 31 
        % Spring: Apr 1 - Jun 30 
        % Summer: Jul 1 - Sep 30 
        % Autumn: Oct 1 - Dec 31 
        % Note julian is a function I wrote to determine the Julian or day 
        % of the year using a cummulative sum of the native Matlab function 
        % eomday (end of month day). 
         
        % Determine the jth hour power purchased. 
        yr_pow(1:len,j,i)=pow(in); 
        wkend_pow(1:len,j,i)=we_pow(in); 
        wkday_pow(1:len,j,i)=wd_pow(in); 
         
        % if the statistics for the last hour of the day has been 
        % evaluated, calculate the statisitcs for the entire day 
        if j==m 
            % calculate the overall statistics 
            for k=1:len 
                doy_stats(k,i,1)=nanmean(yr_pow(k,:,i)); 
                doy_stats(k,i,2)=nanstd(yr_pow(k,:,i)); 
                wkday_doy_stats(k,i,1)=nanmean(wkday_pow(k,:,i)); 
                wkday_doy_stats(k,i,2)=nanstd(wkday_pow(k,:,i)); 
                wkend_doy_stats(k,i,1)=nanmean(wkend_pow(k,:,i)); 
                wkend_doy_stats(k,i,2)=nanstd(wkend_pow(k,:,i)); 
            end 
        end 
    end 
end 
  
% wkend_month_hr and wkday_month_hr are data cubes containing the hourly 
% monthly averages by hour x month x year   
wkend_month_hr=NaN*ones(m,12,p); 
wkday_month_hr=NaN*ones(m,12,p); 
all_month_hr=NaN*ones(m,12,p); 
sday=[1,cumsum(eomday(2008,1:11))+1]'; 
eday=cumsum(eomday(2008,1:12))'; 
fprintf('\nDaily statistics calculations are now finished.\n') 
fprintf('\nMonthly statistics now being calculated. Please wait.\n') 
for k=1:p 
    for j=1:12 
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        for i=1:m 
            wkend_month_hr(i,j,k)=nanmean(wkend_pow(sday(j):eday(j),i,k)); 
            wkday_month_hr(i,j,k)=nanmean(wkday_pow(sday(j):eday(j),i,k)); 
            all_month_hr(i,j,k)=nanmean(yr_pow(sday(j):eday(j),i,k)); 
        end 
    end 
end 
fprintf('\nmonthly statistics calculations are now finished.\n')         
% end calculations 
  
% open the data files for writing  
  
if ~isdir('./Data/') 
    mkdir ./Data/LADWP 
    mkdir ./Data/Solar_PV 
end 
fprintf('\nbegin writing data to files.\n') 
  
fid3=fopen('./Data/LADWP/LAHC_preconstruction_demand.dat','w'); 
fid4=fopen('./Data/LADWP/LAHC_construction_demand.dat','w'); 
fid5=fopen('./Data/LADWP/LAHC_construction_PV_demand.dat','w'); 
for i=1:n 
    if(i==1) 
        % creating the header 
        fprintf(fid3,'Date\t'); 
        fprintf(fid4,'Date\t'); 
        fprintf(fid5,'Date\t'); 
        for k=1:m 
            fprintf(fid3,'%4.0f:00\t',k-1); 
            fprintf(fid4,'%4.0f:00\t',k-1); 
            fprintf(fid5,'%4.0f:00\t',k-1); 
            if k==m 
                fprintf(fid3,'\n'); 
                fprintf(fid4,'\n'); 
                fprintf(fid5,'\n'); 
            end 
            % finished creating the header 
        end 
    end 
    % write the dates to the files 
    fprintf(fid3,'%s\t',datestr(dnum((24*i)),'mmm-dd')); 
    fprintf(fid4,'%s\t',datestr(dnum((24*i)),'mmm-dd')); 
    fprintf(fid5,'%s\t',datestr(dnum((24*i)),'mmm-dd')); 
    for j=1:m 
        % calculate the averages 
        % preconstruction period 2004 - 2007 
        fprintf(fid3,'%7.2f\t',nanmean(yr_pow(i,j,1:4))); 
        % construction period 2008 - 2009 
        fprintf(fid4,'%7.2f\t',nanmean(yr_pow(i,j,5:6))); 
        % construction period with PV 2010 - 2011 
        fprintf(fid5,'%7.2f\t',nanmean(yr_pow(i,j,7:8))); 
        if j==m 
            fprintf(fid3,'\n'); 
            fprintf(fid4,'\n'); 
            fprintf(fid5,'\n'); 
        end 
    end 
end 
  
%close the data files 
fclose(fid3); 
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fclose(fid4); 
fclose(fid5); 
  
for n=1:8 
    fid6=fopen(['./Data/LADWP/LAHC_monthly_weekday_' num2str(yr(n)) 
'.dat'],'w'); 
    fid7=fopen(['./Data/LADWP/LAHC_monthly_weekend_' num2str(yr(n)) 
'.dat'],'w'); 
    for i=1:12 
        if(i==1) 
            % creating the header 
            fprintf(fid6,'Date\t'); 
            fprintf(fid7,'Date\t'); 
            for k=1:m 
                fprintf(fid6,'%4.0f:00\t',k-1); 
                fprintf(fid7,'%4.0f:00\t',k-1); 
                if k==m 
                    fprintf(fid6,'\n'); 
                    fprintf(fid7,'\n'); 
                end 
                % finished creating the header 
            end 
        end 
        % write the dates to the files 
        fprintf(fid6,'%s\t',datestr(dnum((1+24*32*(i-1))),3)); 
        fprintf(fid7,'%s\t',datestr(dnum((1+24*32*(i-1))),3)); 
        for j=1:m 
            fprintf(fid6,'%7.2f\t',nanmean(wkday_month_hr(j,i,n))); 
            fprintf(fid7,'%7.2f\t',nanmean(wkend_month_hr(j,i,n))); 
            if j==m 
                fprintf(fid6,'\n'); 
                fprintf(fid7,'\n'); 
            end 
        end 
    end 
    fclose(fid6); 
    fclose(fid7); 
end 
fprintf('\nData file are now finished.\n') 
% create the matrices for the regression of weekday and weekend energy 
% demand. Each matrix is the difference from the baseline year, which is 
% defined as the first year with available data.  
wkday_hr_stats_diff=zeros(size(wkday_hr_stats)); 
wkday_hr_stats_diff(2:end,:)=cumsum(diff(wkday_hr_stats)); 
wkend_hr_stats_diff=zeros(size(wkend_hr_stats)); 
wkend_hr_stats_diff(2:end,:)=cumsum(diff(wkend_hr_stats)); 
  
% find the attributes of LAHC for the preiod when demand data exists  
rein=find(ypop>=yr(1)&ypop<yr(end-1)); 
darea=zeros(length(yr)-2,1); 
darea(2:end,:)=cumsum(diff(building(rein))); 
dstudents=zeros(length(yr)-2,1); 
dstudents(2:end,:)=cumsum(diff(students(rein))); 
defficiency=zeros(length(yr)-2,1); 
defficiency(2:end,:)=cumsum(diff(efficiency(rein))); 
  
% create the regressor matrices  
fprintf('\ncreating the regression equations now.\n') 
regressor1=[ones(length(yr)-2,1),darea/1000]; 
regressor2=[ones(length(yr)-2,1),darea/1000,dstudents,... 
    darea/1000.*dstudents]; 
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alpha=0.05; 
b_wkday=NaN*ones(4,24); 
bint_wkday_lower=NaN*ones(4,24); 
bint_wkday_upper=NaN*ones(4,24); 
r_wkday=NaN*ones(6,24); 
rint_wkday_lower=NaN*ones(6,24); 
rint_wkday_upper=NaN*ones(6,24); 
stats_wkday=NaN*ones(4,24); 
b_wkend=NaN*ones(4,24); 
bint_wkend_lower=NaN*ones(4,24); 
bint_wkend_upper=NaN*ones(4,24); 
r_wkend=NaN*ones(6,24); 
rint_wkend_lower=NaN*ones(6,24); 
rint_wkend_upper=NaN*ones(6,24); 
stats_wkend=NaN*ones(4,24); 
  
for i=1:m 
    if(i<7||i>20) 
        [b,bint,r,rint,stats]=... 
            regress(wkday_hr_stats_diff(1:end-2,i),regressor1,alpha); 
        b_wkday(1:2,i)=b; 
        bint_wkday_lower(1:2,i)=bint(:,1); 
        bint_wkday_upper(1:2,i)=bint(:,2); 
        r_wkday(:,i)=r; 
        rint_wkday_lower(:,i)=rint(:,1); 
        rint_wkday_upper(:,i)=rint(:,2); 
        stats_wkday(:,i)=stats'; 
        [b,bint,r,rint,stats]=... 
            regress(wkend_hr_stats_diff(1:end-2,i),regressor1,alpha); 
        b_wkend(1:2,i)=b; 
        bint_wkend_lower(1:2,i)=bint(:,1); 
        bint_wkend_upper(1:2,i)=bint(:,2); 
        r_wkend(:,i)=r; 
        rint_wkend_lower(:,i)=rint(:,1); 
        rint_wkend_upper(:,i)=rint(:,2); 
        stats_wkend(:,i)=stats'; 
    else 
        [b,bint,r,rint,stats]=... 
            regress(wkday_hr_stats_diff(1:end-2,i),regressor2,alpha); 
        b_wkday(:,i)=b; 
        bint_wkday_lower(:,i)=bint(:,1); 
        bint_wkday_upper(:,i)=bint(:,2); 
        r_wkday(:,i)=r; 
        rint_wkday_lower(:,i)=rint(:,1); 
        rint_wkday_upper(:,i)=rint(:,2); 
        stats_wkday(:,i)=stats'; 
        [b,bint,r,rint,stats]=... 
            regress(wkend_hr_stats_diff(1:end-2,i),regressor2,alpha); 
        b_wkend(:,i)=b; 
        bint_wkend_lower(:,i)=bint(:,1); 
        bint_wkend_upper(:,i)=bint(:,2); 
        r_wkend(:,i)=r; 
        rint_wkend_lower(:,i)=rint(:,1); 
        rint_wkend_upper(:,i)=rint(:,2); 
        stats_wkend(:,i)=stats'; 
    end 
end 
  
fprintf('\nAll regression equations now finished.\n')  
regin=find(ypop>2009); 
n=length(regin); 
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regress_input=zeros(n,4); 
regress_input(:,1)=ypop(regin); 
regress_input(2:end,2)=cumsum(diff(building(regin)/1000)); 
regress_input(2:end,3)=cumsum(diff(students(regin))); 
regress_input(:,4)=regress_input(:,2).*regress_input(:,3); 
  
wkday_month_yr_predict=NaN*ones(m,12,n); 
wkend_month_yr_predict=NaN*ones(m,12,n); 
  
fprintf('\nCreating demand predictions from %4.0f ',regress_input(1,1)) 
fprintf('to %4.0f\n',regress_input(end,1)) 
for i=1:n 
    for j=1:m 
        if j<7||j>20 
        wkday_month_yr_predict(j,:,i)=wkday_month_hr(j,:,6)+... 
            b_wkday(1,j)+b_wkday(2,j)*regress_input(i,2); 
        wkend_month_yr_predict(j,:,i)=wkend_month_hr(j,:,6)+... 
            b_wkend(1,j)+b_wkend(2,j)*regress_input(i,2); 
        end 
        if j>=7&&j<=20 
        wkday_month_yr_predict(j,:,i)=wkday_month_hr(j,:,6)+... 
            b_wkday(1,j)+b_wkday(2,j)*regress_input(i,2)+... 
            b_wkday(3,j)*regress_input(i,3)+... 
            b_wkday(4,j)*regress_input(i,4); 
        wkend_month_yr_predict(j,:,i)=wkend_month_hr(j,:,6)+... 
            b_wkend(1,j)+b_wkend(2,j)*regress_input(i,2)+... 
            b_wkend(3,j)*regress_input(i,3)+... 
            b_wkend(4,j)*regress_input(i,4); 
        end         
    end 
end 
fprintf('\nFinished creating demand predictions.\n') 
fprintf('\nNow begin writing data to files for use in RESET.\n') 
  
for p=1:n 
    fid8=fopen(['./Data/LADWP/LAHC_monthly_weekday_demand_predictions_'... 
        num2str(regress_input(p,1)) '.dat'],'w'); 
    fid9=fopen(['./Data/LADWP/LAHC_monthly_weekend_demand_predictions_'... 
        num2str(regress_input(p,1)) '.dat'],'w'); 
    for i=1:12 
        if(i==1) 
            % creating the header 
            fprintf(fid8,'Date\t'); 
            fprintf(fid9,'Date\t'); 
            for k=1:m 
                fprintf(fid8,'%4.0f:00\t',k-1); 
                fprintf(fid9,'%4.0f:00\t',k-1); 
                if k==m 
                    fprintf(fid8,'\n'); 
                    fprintf(fid9,'\n'); 
                end 
                % finished creating the header 
            end 
        end 
        % write the dates to the files 
        fprintf(fid8,'%s\t',datestr(datenum(regress_input(p,1),i,14),3)); 
        fprintf(fid9,'%s\t',datestr(datenum(regress_input(p,1),i,14),3)); 
        for j=1:m 
            fprintf(fid8,'%7.2f\t',wkday_month_yr_predict(j,i,p)); 
            fprintf(fid9,'%8.2f\t',wkend_month_yr_predict(j,i,p)); 
            if j==m 
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                fprintf(fid8,'\n'); 
                fprintf(fid9,'\n'); 
            end 
        end 
    end 
    fclose(fid8); 
    fclose(fid9); 
end 
fprintf('\nFinished writing data files for demand predictions.\n') 
  
  
for i=1:length(yr) 
    Hour_vector=linspace(0,23,24); 
    Day_vector=linspace(1,366,366); 
    Month_vector=(15:30:366)'; 
    figure; 
    pcolor(Day_vector,Hour_vector,yr_pow(:,:,i)'); 
    shading interp  
    hold on 
    [c,h]=contour(Day_vector,Hour_vector,yr_pow(:,:,i)'); 
    xt=15:30:366; 
    yt=[0,3:3:18,20,23]'; 
    set(gca,'fontweight','bold','fontsize',12,... 
        'xlim',[Day_vector(1) Day_vector(end)],'xtick',xt,'ytick',yt); 
    datetick('x',3,'keepticks') 
    colorbar 
    xlabel(' Month ') 
    ylabel(' Hour of Day ') 
    title([' LAHC Daily Demand - ' num2str(yr(i)) '  ']) 
    figext='.png'; 
    figtype='png'; 
    figfile=['./Figures/LADWP/LAHC_Demand.' num2str(yr(i)) figext]; 
    saveas(gcf,figfile,figtype); 
end 
  
for i=1:length(yr) 
    figure; 
    pcolor(Month_vector,Hour_vector,wkday_month_hr(:,:,i)); 
    shading interp 
    hold on;     
    [c,h]=contour(Month_vector,Hour_vector,wkday_month_hr(:,:,i),... 
        'linestyle',':','linecolor','k','linewidth',1.0); 
    clabel(c,h,'fontweight','bold','color','k'); 
    set(gca,'fontweight','bold','fontsize',12,... 
        'xtick',xt,'ytick',yt); 
    datetick('x',3,'keepticks') 
    colorbar 
    xlabel(' Month ') 
    ylabel(' Hour of Day ') 
    title([' LAHC Monthly Demand - ' num2str(yr(i)) '  ']) 
    figext='.png'; 
    figtype='png'; 
    figfile=['./Figures/LADWP/LAHC_Demand_Monthly.' num2str(yr(i)) figext]; 
    saveas(gcf,figfile,figtype); 
end 
  
  
te=toc(t0); 
fprintf('\nThe program run time was %6.2f seconds.\n\n',te) 
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